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mmDigit: A Real-Time Digit Recognition
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Abstract—Millimeter-wave (mmWave) radar sensors show sig-
nificant promise in non-contact human-computer interaction.
Using air-writing as a substitute for conventional input devices
such as keyboards and mice has become a pivotal topic in
contemporary research. In response to the absence of a dataset
in existing studies about air-writing digits and the insufficient
exploration of real-time recognition in edge devices, we propose
a real-time air-writing digit recognition framework based on
mmWave radar, termed mmDigit. Initially, we use mmWave
radar equipped with Frequency-Modulated Continuous Wave
(FMCW) technology to collect digital echo data and design a data
processing pipeline to track and reconstruct digital trajectory
images. These images are subsequently fed into a lightweight
neural network, which is only 6.9 K in parameter size, for
exploring the images’ quality and the recognition and cross-
user capabilities of small-scale air-writing datasets. To enhance
mmDigit’s performance, we implement a transfer learning strat-
egy to accommodate a broader range of digit writing styles and
habits, achieving a recognition accuracy of 99.14% and a cross-
user capability of 94.13%. Additionally, applying a knowledge
distillation strategy enables the lightweight network to extract
and learn deep-layer features, thereby improving the cross-user
recognition accuracy to 96.22%.

Index Terms—MmWave FMCW Radar, Air-Writing, Digit
Recognition, Transfer Learning, Knowledge Distillation.

I. INTRODUCTION

THE advancement of the Internet of Things (IoT) and
Artificial Intelligence (AI) have created innovative ap-

proaches for humans to transition from conventional keyboard
and mouse interactions to non-contact methods for commu-
nicating intentions. The significant transformation marks the
dawn of a new era in Human-Computer Interaction (HCI)
[1], [2]. Hand gestures, complement verbal communication,
enhance emphasis, and facilitate emotional expression. Con-
sequently, they have emerged as a significant area of research
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in the field of HCI [3], significantly expanding the manner of
interfacing with machines [4]. The application of hand gestures
shows excellent potential in both personal and commercial
scenes [5], [6], [7], [8], [9], such as the domain of smart homes
[7], where distinct hand gestures can be employed to operate
various household devices (e.g., lighting systems, and audio
equipment).

Traditional gestures and hand movements, such as simple
circular motions or waving, can often open to ambiguous inter-
pretations due to individual variations in execution. Moreover,
differing social norms, values, and beliefs across countries
and regions can result in identical actions conveying disparate
meanings and being utilized in diverse manners [10], [11].
In contrast, air-writing, which conveys specific information
such as numbers or letters, offers a standardized method that
presents new possibilities for fostering effective cross-cultural
communication.

Wearable devices, such as intelligent bracelets and data
gloves, exhibit a high degree of accuracy in hand gesture
recognition [12], [13], [14], [15]. However, the prohibitive
cost and subpar user experience present a significant hurdle
to their widespread adoption [16]. Camera-based technology
has become the mainstream approach [17], [18], [19], but en-
vironmental lighting conditions and obstructions influence its
effectiveness. Moreover, camera-based technology has raised
concerns about personal privacy [20]. Acoustic sensors are also
utilized for hand gesture recognition, demonstrating personal
performance within a short-range context [21], [22] [23].
Higher power levels are necessary for long-distance hand ges-
ture recognition, which could potentially harm human auditory
health.

In light of the drawbacks inherent above, some studies focus
on the application of Wi-Fi signals for air-writing [16], [24].
However, the ambient environment easily influences the longer
wavelength of Wi-Fi signals, posing challenges to achieving
the high precision of air-writing. In response to the poor user
experience with wearable devices, privacy concerns raised
by cameras, potential harm to the human body posed by
acoustic sensors, and the susceptibility of WiFi to interference,
some researchers have begun to explore alternative solutions.
Consequently, research efforts have shifted towards radar
sensors. Compared to pulse radar, continuous wave radar,
and phased array radar, Ultra-WideBand (UWB) radar has
significant resolution and penetration capability advantages.
In contrast, millimeter-Wave (mmWave) Frequency-Modulated
Continuous Wave (FMCW) radar excels in distance and speed
measurement. These attributes position them as crucial sensors
in the field of air-writing [25]. This paper uses the term FMCW
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radar interchangeably with mmWave FMCW radar.
The radar-based air-writing digit researches are presented in

Table I. Ref.[20], [26], [27] detail the collection of air-writing
data using multiple FMCW or UWB radar sensors, which
are subsequently analyzed in conjunction with trilateration
techniques to detect and localize the trajectories of air-writing
digits. The subsequent phase involves the deployment of deep
learning networks for the recognition of air-writing digits or
letters. Some studies investigate the viability of air-writing
digit recognition with either 2 or 1 FMCW radar, which
can achieve recognition accuracy surpassing 91% [28], [29].
Ref. [30] reports the particular challenge of tailing in air-
writing digits 4 and 5, reach an average accuracy of 97%
for digit recognition by removing spurious detection and
integrating Convolutional Neural Networks (CNN) classifiers
with Hough transform outcomes. In a different approach,
some studies abandon the use of trajectories within Cartesian
coordinates, focusing instead on the extraction of time-varying
patterns of hand movements [25], [31], [32], such as Range-
Doppler Map (RDM), Range-Time Map (RTM), Doppler-Time
Map (DTM), Amplitude-Time Map (ATM), which also yield
impressive recognition accuracy.

Building upon the above research on air-writing, we identify
several issues worthy of discussion:

• We note that the data acquisition system for radar sensors
is progressing towards reduced complexity and lower
power consumption, marked by a significant decrease in
sensors and antenna configurations. However, the recog-
nition accuracy of air-writing does experience a decline
to some extent.

• The air-writing dataset in existing research is typically
limited in scale, making it insufficient to effectively
accommodate the diverse range of writing styles and
habits, potentially leading to performance fluctuations in
more extensive scenarios. However, collecting large-scale
datasets entails considerable time and human resource
costs that warrant careful consideration.

• Most current studies remain experimental, with only a
handful achieving real-time recognition on edge devices.
The application value of real-time recognition is sub-
stantial, and there are promising development prospects
within the realm of HCI.

Inspired by the challenges above, we propose mmDigit, a
framework for real-time recognition of air-writing digits using
mmWave radar. mmDigit aligns with the trend toward devel-
oping low-complexity systems. It delves into and optimizes the
challenges posed by small data scales and the dearth of real-
time research, thereby augmenting the system’s practicality
and applicability across a broader range of scenarios. We
develop a processing pipeline for millimeter-wave radar echo
signals, designed to process echo data of digits 0 to 9 collected
by a commercial FMCW radar. This pipeline can track and
reconstruct the trajectories of air-writing digits, subsequently
generating a corresponding dataset. To prevent the differences
in computing power of edge devices and meet the demands
of real-time identification in different edge computing en-
vironments, we develop a lightweight neural network, the

size of its parameters being less than one percent of that of
traditional networks, containing a mere 6.9K of parameters.
By employing a lightweight network, we explore the quality of
small-scale datasets on edge devices and their recognition and
cross-user capabilities. We then incorporate a transfer learning
strategy, amalgamating a variety of traditional neural networks
and exogenous datasets to enhance the scalability of small-
scale air-writing digit datasets. This enables the network to
assimilate a broader spectrum of writing habits and styles.
By applying knowledge distillation, we further augmented
the cross-user recognition capabilities for air-writing digits,
culminating in practical deployment.

The proposed mmDigit framework’s performance is evalu-
ated in three dimensions. We visually demonstrate the frame-
work’s effectiveness in processing and reconstructing air-
writing digital images, showing that the mmDigit’s data pro-
cessing pipeline can restore visually discernible digit trajecto-
ries. Subsequently, using small-scale air-writing datasets, we
explore the cross-user recognition capabilities using a diverse
range of classical networks and our designed lightweight
network. Experimental evidence suggests that these datasets
are limited in scalability due to their inability to learn di-
verse writing styles and habits. Finally, by employing transfer
learning and knowledge distillation strategies, the lightweight
network can achieve a recognition accuracy of 99.19% and a
cross-user capability of 96.22% without collecting additional
data.

The following are the main contributions of this paper:
• We present a novel framework for real-time digit recog-

nition in air-writing using a single FMCW radar, dubbed
mmDigit. The framework integrates data collection, data
processing, a lightweight recognition network, and opti-
mization strategies, including the creation of a dataset of
air-writing digits1.

• We investigate the recognition accuracy and scalability
of a small-scale air-writing dataset, employing transfer
learning strategy and knowledge distillation strategy to
enhance mmDigit’s cross-user adaptability and recogni-
tion accuracy by incorporating diverse air-writing digit
datasets and various scenarios.

• We conduct extensive experimental validation by public
datasets and the dataset we created. The results show
that mmDigit effectively meets the demands of expanded
capabilities and real-time accuracy for no-contact human-
computer interaction.

The rest of this paper is organized as follows: Section II
describes the principles of FMCW radar, the radar configura-
tion of digit collection, the design of air-writing digit, and the
pipeline for digital image generation. Section III details the
problem formulation, lightweight network structure, transfer
learning and knowledge distillation pipeline, and algorithmic
loss. Section IV describes the dataset spiting, the experimental
setup, the results of the lightweight network, the transfer
learning strategy, the knowledge distillation strategy, and the
ablation experiment. Finally, Section V offers conclusions and
discussions of this paper.

1Air-writing dataset: https://github.com/Tjkjjc/gesture.
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TABLE I: The research of air-writing digit recognition based on FMCW and UWB radar.

Paper Radar Antenna Data Gesture Input Model Accuracy Real-Time

[26] UWB×4 Array 3000 0-9 Image CNN 99.90% x

[27] UWB×3 — —
0-9

—
Image CNN 99.40% !

[25]
UWB×1

FMCW×1
—

2000

10000
0-9 RTM, DTM CNN 98.50% x

[20] FMCW×3 1T1R 1875 A-J, 1-5
Trajectory ConvLSTM 98.33%

x
Image DCNN ∗ 98.33%

[28]
FMCW×2

1T1R 3750 A-J, 1-5 Trajectory
1D DCNN-LSTM-1D

transposed DCNN

97.3±2.67%
x

FMCW×1 90.33±4.44%

[29]
FMCW×2

1T1R 3750 A-J, 1-5 Trajectory 1D TCN ∗ 99.11±0.89%
x

FMCW×1 91.33±4.66%

[30] FMCW×1 Array 3000 0-9 Image CNN 97% x

[31] UWB×1 1T1R 1800 0-9 RDM 3D-CNN-LSTM ∗ 98.5±1.1% x

[32] FMCW×1 1T2R 1200 0-9 RTM, DTM, ATM CNN 95% x
∗ LSTM is Long Short-Term Memory, DCNN is Deep Convolutional Neural Network, and TCN represents Temporal Convolutional Network.

II. DATA COLLECTION SCHEME

A. How to Operate FMCW Radar

Assuming the FMCW radar’s transmitted signal takes the
form of a cosine wave, it can be mathematically expressed as

sT (t) = cos(φ(t) + φ0), (1)

where φ0 represents the initial phase of the signal, φ represents
the offset of the phase, and the sum represents the signal’s
instantaneous phase. The phase’s offset can be expressed as

φ(t) = 2π

∫ t

0

(
fc +

B

Tm
x

)
dx = 2π

(
fct+

B

2Tm
t2
)
, (2)

where fc represents the start frequency, B represents the signal
bandwidth, and Tm represents the signal period.

Assuming that the relative velocity of the detected target
to the FMCW radar is v and the distance is R, the received
signal can be expressed as

sR(t) = sT (t− τ) = cos
(
2π

(
fc(t− τ) +

B

2Tm
(t− τ)2

))
.

(3)

The time delay τ of the received signal is denoted as

τ =
2(R+ vt)

c
, (4)

where c represents the speed of light.
Subsequently, the transmitted signal and the received signal

are combined and subjected to a mixer and lowpass filter,
and the Intermediate Frequency (IF) signal is approximately
obtained as

so(t) = cos

(
2π

(
2fcv

c
+

2BR

cTm

)
t+

4πfcR

c

)
. (5)

Considering the more general case, in a series of successive
chirps transmitted by the radar, when the ith chirp transmitted
is received by the jth received antenna, the IF signal at the

kth sample point of the Analog-to-Digital Converter (ADC) at
this point can be expressed as

so(i, j, k) = cos
(
2π

(
2fcv

c
+

2B(R+ vt · i)
cTm

)
Tm

N
k

+
4πfc(R+ vt · i)

c
+

2πfcjd sin θ

c

)
, (6)

where N represents the total number of sampling points in
a chirp, d represents the distance between two neighboring
received antennas, and θ represents the angle of arrival. The
ADC represents a snapshot of the combined frequency content
and phase information, which is vital for subsequent signal
processing and digit recognition algorithms.

B. How to Configure FMCW Radar
With an emphasis on cost-effectiveness, we select the TI

IWR6843ISK radar to collect air-writing digit data [33]. As
shown in Fig. 1(a), the FMCW radar assembly includes three
transmitter antennas, four received antennas, an integrator, and
an ADC, all coordinated by an external phase-synchronized
oscillator imposed to control the range of frequency scanning.
The radar’s field of view covers a vertical angle of 30◦ and a
horizontal angle of 120◦. The radar is configured to operate at
the lowest possible transmission power at less than 3 meters.
The center frequency of radar is set to 62.00 GHz, with an
operating bandwidth of 2.78 GHz; the antenna system operates
with one transmitter and two receivers. Each radar frame has
a fixed duration of 30 ms and contains 128 chirps, with each
chirp having 64 sampling points, resulting in a range resolution
of 5.4 cm. The DCA1000 Evaluation Module (EVM) [34]
is utilized for the real-time data transmission. As depicted
in Fig. 1(b), it transmits the air-writing data to a computer
equipped with the mmWave studio tool through a 1 Gbps
Ethernet port.

C. How to Collect Digit Data
For air-writing digit data collection, we recruit 11 users,

with 6 males and 5 females. The FMCW radar is mounted
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(a) IWR6843 ISK (b) DCA1000 EVM.

Fig. 1: The devices of data collection. (a) The red box denotes
the transmitted antenna, while the blue represents the received
one. (b) The green box indicates the network port.

on the surface of the laboratory platform and configured to
transmit and receive signals vertically. Users are instructed
to stand approximately 30 cm in front of the experimental
platform and write single digits ranging from 0 to 9. Given
the mmWave radar’s 120◦ field of view and the average size
of a human hand, the hand elevation is limited to within 5 cm
and 30 cm. Users are then instructed to repeatedly move their
hands across the recognition plane, tracing the shape of the
ten digits.

To mitigate the trailing issues inherent in traditional air-
writing, as shown in Fig. 2, we instruct users to perform
the air-writing of digits 0 through 9 via a continuous writing
method. This method aims to streamline the processing of digit
trajectories, reducing the interference of transitional writing
movements on actual writing actions, thereby enhancing the
quality of air-writing data collection. For instance, the digit
5 is composed of three actions resulting in two strokes: the
first step involves writing the diagonal stroke and forming the
right semicircle, creating stroke 1; the second step involves
moving the hand to the position above the diagonal stroke
without generating a new stroke; and the third step involves
writing the horizontal stroke, forming stroke 2. If adhering to
traditional writing methods, the second transitional action tra-
jectory cannot be avoided in the air, resulting in an additional
upward trailing stroke for the digit 5, thereby degrading the
quality of its formation.

Fig. 2: The guidelines for air-writing digits 0 through 9. De-
mand a single-stroke approach consistent with the directional
arrows indicated in the diagram.

D. How to Obtain Digit Image

Through the FMCW radar principle described in Sec-
tion II-A, we can capture the form of 3-dimensional Radar

Data Cubes (RDC) of air-writing digits, with dimensions
corresponding to the number of ADC samples, the number
of chirps, and the number of received antennas. We transform
the RDC data into digital trajectory images by following these
specific steps:

1) 2D FFT: The range information of the hand gesture
target is initially obtained through Range FFT on the RDC
data. Subsequently, a Doppler FFT is conducted along the
slow time axis to derive velocity information. This results in
the generation of RDM as illustrated in Fig. 3(a). The RDM
constitutes a two-dimensional matrix, with rows and columns
denoting range and Doppler, respectively. Each element within
the RDM encapsulates the phase and amplitude of the inter-
mediate frequency signal.

2) Clutter Removal and Peak Searching: We remove back-
ground clutter from the RDM through 2D FFT processing
to mitigate the influence of stationary background clutter. As
shown in Fig. 3(b), the transformation of the RDM before
and after can be observed. Subsequently, by searching for the
highest amplitude value in RDM, we locate the target as a tuple
containing 2-dimensional indices. This peak value represents
the target, i.e., the scattering center of the target. Robust
reflected transmission signals from the target manifest as
multiple detection peaks, recognized as the target’s scattering
centers.

(a) RDM. (b) Clutter filtering.

Fig. 3: The outcome of background clutter elimination within
the data processing pipeline. (a) RDM is generated by 2D FFT,
and (b) RDM is generated after the background removal.

3) Weighted Average: Following the processing mentioned
above, the range, velocity, and angular information of the
scattering centers are ascertained. Our design stipulates that
a critical point within each frame represents the target hand.
Consequently, we determine the centroid of all scattering
centers through amplitude-weighted calculations, deriving the
centroid’s range, velocity, and angle as the representative
information for the hand gesture target in a single frame. Radar
data frames with a sparse distribution of scattering centers
or insufficient cumulative amplitude are classified as invalid.
As depicted in Fig. 4(a), the central points of the scattering
centers across all frames involved in writing a single digit are
presented in a coordinate-based manner, allowing for a precise
observation of the primary trajectories of air-writing digits.

4) Image Reconstruction: As mentioned above, different
processing flows are carried out once we identify frames as
valid versus invalid. In particular, the invalid frame is passed
back through a simple recursive filter to update the background
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(a) Central points. (b) Digital trajectory images.

Fig. 4: Visualization of image reconstruction within the data
processing pipeline. (a) Distribution of central points in multi-
frame data, (b) Air-writing digital trajectory images, in which
digital 3, 4, and 5 within the red box are difficult to recognize
directly by human eyes as they are written in a single stroke.

RDM. If the frame is valid, it is passed to another recursive
filter to reconstruct a smoothing trajectory. The recursive filter
as below,

rcur = rprev ∗ α+ r ∗ (1− α), (7)

where rcur is the result used to reconstruct the trajectory, r
is the corresponding result of single frame processing and
rprev is the value in the previous frame. α is the proportion
coefficient set to 0.8 in this paper. The angle is filtered
similarly.

5) Angle Estimation: We use the following Eq. (8)-(9) to
calculate the angle. Note that the angle information calculation
depends on radar antenna distribution.

∆Φ =
2π∆d

λ
, (8)

θ = sin−1(
λ∆Φ

2πL
), (9)

where ∆d is the difference of wave path between two received
antennas with L as the physical distance between the two
received antennas.

To construct the continuous trajectory of the target, we
convert the range r and angle θ into the Cartesian coordi-
nate system. This is achieved by discretizing the continuous
trajectory using the following normalization equation,

xpixel = round(
x− xmin

xmax − xmin
∗ wimg), (10)

where x is the horizontal position, xmin, xmax are the bound-
aries of the detection plane, wimg is the width of the trajectory
image, and xpixel is the row index of the image. Similarly, the
column index ypixel can be obtained from the vertical position
y. Next, the location of the target is mapped to the trajectory
image by setting the pixel in (xpixel, ypixel) to 1 while setting
others to 0.

E. How to Build Digit Dataset

Upon completing the procedures above, this study not only
transforms air-writing digits from ADC data into digital trajec-
tory images but also ensures that the clarity and recognizability

of these images meet research requirements. Fig. 4(b) presents
samples of digital trajectory images for digits 0 through 9
used in this study. Notably, the trajectory images for digits
3, 4, and 5, which are completed in a single and continuous
stroke during air-writing, exhibit an elegant form that may
lead to confusion with other digits. However, from a global
perspective, the digital trajectory images generated through the
data processing pipeline maintain a high level of discernibility,
enabling essential recognition even through casual observation.

To facilitate management and recognition, we establish a
naming convention that creates folders based on digit cate-
gories and classifies corresponding digital trajectory images
into their folders. The storage method allows researchers to
quickly identify the gesture type labels represented by each
image through the folder names. Moreover, this study not
only focuses on image storage but also thoroughly considers
the integrity and traceability of data research. Consequently,
we concurrently provide the original ADC data, offering
researchers a complete link from data generation to image
conversion, enabling them to embark on more in-depth and
comprehensive research exploration from the initial state of
the data.

III. PROPOSED METHODOLOGY

A. Problem Formulation

The objective is to implement real-time air-writing digit
recognition by leveraging a bespoke lightweight deep learning
network f . Given input images I = {I1, I2, . . . , In}, yielding
a 10-dimensional vector Y that delineates the probability dis-
tribution of the image’s classification among ten categories. To
enhance the recognition accuracy of the proposed lightweight
network, we employ a transfer learning strategy. This strategy
involves pre-training the network on the MNIST dataset and
then fine-tuning it on our proposed dataset. The effective-
ness of the transfer learning strategy in boosting recognition
performance is validated through extensive experimentation
with a diverse array of classification networks, resulting in
a compilation of networks F = {F1, F2, . . . , Fn}. Moreover,
we incorporate a knowledge distillation strategy to enhance
the cross-user accuracy of air-writing digits. Selecting the few
most accurate networks from F as teacher models ft, we
pain them with lightweight student networks f . Both models
process image data I , with the teacher model yielding Yt and
the student model yielding Ys. We want the student network
to assimilate more deep-layer features, aiming to minimize the
discrepancy between Yt and Ys.

B. Network Architecture

To evaluate the recognition and scalability capabilities of
small-scale air-writing datasets in resource-constrained edge
devices with lightweight networks, We design a lightweight
network classifier for real-time air-writing digit recognition.
The classifier uses depth-wise separable convolution instead of
standard conventional convolutions. The depth-wise separable
convolution consists of a depth convolution and a point-wise
convolution (1 × 1 convolution), reducing the computation
by a factor of k2 at slight accuracy loss, where k means
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TABLE II: Details of lightweight network. ’DW’ is a depth-
wise convolution layer, and ’PW’ is a point-wise convolution
layer.

Module Layer Out channel Stride #Param

Conv1
DW(BN+ReLU6) 1 1 9+2
PW(BN+ReLU6) 16 1 16+32

MaxPool1 MaxPooling - 2 -

Conv2
DW(BN+ReLU6) 16 1 144+32
PW(BN+ReLU6) 32 1 288+64

Conv3
DW(BN+ReLU6) 32 1 288+128
PW(BN+ReLU6) 64 1 2048+256

MaxPool1 MaxPooling - 2 -

Conv4
DW(BN+ReLU6) 64 1 576+128

PW(BN) 32 1 2048+64

Conv5
DW(BN+ReLU6) 32 1 288+64

PW(BN) 10 1 320+20
AvgPool1 AvgPooling - 7 -

Total - - 6847(6.85K)
∗The size of each depth-wise convolution filter kernel is 3× 3.

the kernel size of the depth-wise convolution. The depth-wise
convolution performs lightweight calculation by independently
filtering the feature map per input channel, while the point-
wise convolution is utilized to extract features between dif-
ferent input channels. A batch normalization layer and an
activation function follow each convolution layer. Inspired
by MobileNetV2 [35], the activation operations in point-
wise convolutions from high dimension to low dimension
are removed to prevent non-linear functions from damaging
too much information. The classifier consists of five depth-
wise separable convolutions, two max-pooling layers, and an
average pooling layer. Most of the layers in the MobileNetV2
are removed as the dataset is small and the resources are
limited. The details of the model are shown in Table II.
The model, which occupies less than 6.9 K of storage, is
lightweight enough to execute on an edge device.

C. Pipeline of Transfer Learning

Relying on the small-scale digit dataset from 11 volunteers
in Section II-D for air-writing digit recognition, especially
in the context of lightweight network applications running
on edge devices. The limited sample amount inadequately
represents the complex and diverse array of human writing
styles and habits, potentially leading to concerns about poor
recognition accuracy and scalability. Alternatively, the process
of collecting data from a broader user demographic is not only
time-intensive but also financially demanding. To address this
challenge, we implement a transfer learning strategy using the
open-source MNIST dataset comprising 60K training and 10K
testing samples, covering digits 0 to 9. Each sample in this
dataset is a grayscale pixel image, thus ensuring compatibility
with the data types and categories inherent in the proposed
air-writing digit dataset. Through this strategic approach, the
model’s robustness is enhanced, and the limitations of the
initial dataset are addressed.

The workflow of the transfer learning strategy is shown
in Fig. 5. Initially, we conduct a few pre-training epochs
using the proposed lightweight network on the MNIST dataset.
This step aims to familiarize the lightweight network with the

Fig. 5: An illustration of the transfer learning strategy for
air-writing digit recognition. We first pre-train model weights
on the MNIST [36] dataset and then fine-tune them on the
proposed dataset.

fundamental features of digit trajectory images (e.g., edges,
corners, textures, etc). Subsequently, we import the pre-trained
network weights and transfer the lightweight network to the
proposed air-writing dataset for fine-tuning. This fine-tuning
process enables the lightweight network to adapt to the unique
attributes of the proposed dataset, which may involve dynamic
changes and handwriting characteristics specific to air-writing
digits. Additionally, we introduce CNN and Transformer clas-
sification networks to further explore the feasibility of transfer
learning strategies in enhancing the recognition accuracy and
scalability of air-writing digit recognition.

D. Pipeline of Knowledge Distillation

To address the challenges posed by traditional classification
networks, such as computational load, parameter size, pro-
cessing speed, memory usage, and deployment difficulties on
mobile or edge devices, we propose a lightweight network in
Section III-B. However, a significant limitation of lightweight
networks is that they often cannot match the performance
of larger models, regardless of the training computation in-
volved [37].

Through transfer learning, Section III-C allows us to obtain
a multitude of classical CNN and Transformer classification
networks. Given this, we introduce a knowledge distillation
strategy to transfer the deep-layer feature of air-writing digits
from the classical models to the proposed lightweight network.
As illustrated in Fig. 6, we select several high-accuracy
networks as teacher models. Subsequently, the lightweight
network served as the student model. During the training on
the air-writing dataset that we created, based on the pre-trained
weights from Section III-C, we teach the student model the
basic features of the data and enable it to grasp the teacher
model’s knowledge (soft labels). By employing the knowledge
distillation strategy [38], the student model can maintain a
smaller parameter size and computational load while achieving
higher accuracy. This method ensures the model’s efficiency
and enhances the lightweight model’s performance in real-time
air-writing digit recognition.
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Fig. 6: The strategy of knowledge distillation employs high-precision classification networks within the context of transfer
learning to guide the training of our proposed lightweight network on air-writing digit dataset.

E. Loss Evaluation

To validate the recognition and scalability capabilities of
small-scale datasets, as well as the feasibility of performance
improvement through transfer learning, We focus on training
the foundational classification model, designed to classify in-
put data effectively. We utilize the cross-entropy loss function
as the optimization criterion to achieve this. The cross-entropy
loss function is a standard method for measuring the difference
between the model’s predicted probability distribution and the
true label distribution, and it can be defined as

Lhard = −
∑
i

yi log(pi), (11)

where yi represents the one-hot encoded representation of
the true labels, and pi denotes the probability distribution
predicted by the model.

We further enhance the model’s cross-user performance in
the knowledge distillation phase. This involves transferring
the knowledge of a pre-trained, more extensive, high-accuracy
teacher network to a smaller student network. To facilitate
this, we design a composite loss function that combines the
hard loss concerning the actual labels and the soft loss for
the teacher network’s output. Specifically, the loss function is
composed of the following two parts as

Lsoft = T 2 ·KL

(
σ

(
zS

T

)
∥ σ

(
zT

T

))
, (12)

L = (1− β)Lhard + βLsoft, (13)

where Lhard is the cross-entropy loss between the student
network’s output and the true labels, Lsoft is the temperature-
scaled cross-entropy loss between the student network’s out-
put and the teacher network’s output, T is the temperature
parameter used to smooth the probability distribution of the
teacher model, β is a hyperparameter used to balance the
two parts of the loss, zS and zT represent the logits output
from the student and teacher networks respectively, σ denotes
the softmax function, and KL represents the Kullback-Leibler
divergence.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Environment and Parameter Setting

We employ the MNIST dataset and a proposed air-writing
dataset for experimental purposes. The MNIST dataset is pro-
cessed following its standard splitting method [36], whereas
the air-writing dataset is subjected to two distinct splitting
methods. The initial method involves a 7:3 ratio for training
and testing samples to evaluate the recognition performance of
the mmDigit framework in processing air-writing digit datasets
and conduct a comparative analysis with existing studies.
The other method entails a 2:9 ratio for training and testing
users, aiming to examine the generalization capabilities of the
mmDigit framework in the cross-user domain.

All experimental procedures are conducted on a server with
the Pytorch framework and NVIDIA GeForce RTX A100
GPU×4. The size of the input images is 28×28, the batch size
is set to 32, and the Adam optimizer is utilized for parameter
updating. The learning rate is set at 1e-4 to ensure optimal
fitting across all algorithms. Regarding the transfer learning
strategy, an initial pre-training of 50 epochs is conducted
on the MNIST dataset, followed by a fine-tuning phase of
300 epochs on each partitioned dataset. For the knowledge
distillation strategy, the model with higher accuracy is selected
as the teacher model, with the temperature parameter T in
Eq. (12) set to 7 and β in Eq. (13) set to 0.3. The entire
training process comprises 300 epochs.

B. Data Augmentation

Data augmentation techniques capitalize on the intrinsic
prior knowledge embedded within existing datasets to enhance
the richness of the training data and enable the creation
of supplementary samples that closely resemble the original
dataset. This technique is particularly advantageous in scenar-
ios where the availability of training data is limited, as the
performance of deep learning models is intricately dependent
on the quantity and quality of the training data. For this study,
we employ a data augmentation strategy on the public MNIST
dataset in conjunction with our air-writing dataset.
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Following a specific sequence, we initiate data augmentation
by randomly rotating the images within a range of {-20◦, 20◦},
enriching the diversity of the dataset. Subsequently, we apply
random diffraction transformations to introduce further varia-
tions. Furthermore, during the data pre-processing phase, we
implement normalization procedures to mitigate scale incon-
sistencies, thereby enhancing the training effectiveness of the
model. In the case of the public MNIST dataset, we employ the
normalization formula x′ = (x − 0.1307)/0.3081, leveraging
the mean and variance provided by the official sources [36],
where x′ represents the normalized value and x denotes the
original pixel value. On the proposed dataset, which has
deduced a mean of 0.0629 and a standard deviation of 0.2407,
we apply the normalization formula x′ = (x−0.0629)/0.2427.
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Fig. 7: Feasibility validation of lightweight networks. “No-
DA” represents not augmenting the data. At the same time,
“DA” indicates data augmentation techniques, and “MNIST”
refers to applying the trained lightweight network to the
MNIST dataset for performance testing.

C. Experiments on small-scale air-writing datasets
This study first explores the recognition performance and

cross-user capabilities of the collected small-scale air-writing
dataset. We employ two different data-splitting strategies to
train the lightweight network. Fig. 7 displays the experimental
results. Without using any data augmentation technology,
the proposed lightweight network can achieve a recognition
accuracy of 94.24% while using a 7:3 training/testing sam-
ple split, a recognition accuracy of 89.21% in the cross-
user recognition scenario (training/testing ratio of 2:9). When
data augmentation is implemented in the training process,
the network’s performance is elevated under both training
settings, reaching recognition accuracy of 96.27% and 92.44%,
respectively. We introduce confusion matrices for specific
analysis to assess the recognition accuracy of different digit
categories in other training settings. The confusion matrices
are displayed in Fig. 8(a) and Fig. 8(b), based on the 7:3 split
for training/testing samples and the 2:9 split for training/testing
users, respectively. It can be observed from these matrices that
the recognition accuracy for the digits 3, 4, and 5 is not as
high as it should be.

We further examine the cross-domain recognition capa-
bilities of the small-scale air-writing dataset, i.e., analyzing

(a) Sample 7:3 (b) Users 2:9

Fig. 8: Confusion matrix of air-writing digits recognition for
lightweight networks under two data-splitting methods.

the performance of the lightweight network trained with two
different data splitting schemes on the MNIST dataset. The
result shows a significant drop in recognition accuracy. When
the ratio of training/testing samples is 7:3, the recognition
accuracy is achieved at 60.76%, while with a training/testing
user ratio of 2:9, the accuracy decreases to 56.92%. To under-
stand the reasons behind this decrement in model performance,
we conduct a visual comparative analysis using the t-SNE
algorithm on both the MNIST dataset and our air-writing
dataset [39]. The distribution of the MNIST dataset is illus-
trated in Fig. 9(a), whereas the distribution of our air-writing
dataset is depicted in Fig. 9(b). Significant differences exist
between the two datasets, especially in the more dispersed
distribution of air-writing digits. This finding underscores
the limitation of our data, collected from 11 volunteers, in
fully capturing the rich diversity and complexity of writing
habits and styles. This raises concerns regarding the model’s
deployment capabilities in real-time recognition scenarios.

D. Experimental Results in Transfer Learning

An effective solution to address the significant drop in
recognition accuracy and cross-user capabilities of the small-
scale air-writing dataset when applied across various domains
is to augment the dataset size. However, this raises concerns
regarding time and economic costs. In light of this, we propose
a transfer learning strategy that allows the lightweight network
to be pre-trained on the MNIST dataset without expanding the
air-writing dataset, enabling it to capture a broader array of
writing styles and habits. Furthermore, we integrate various
classic classification algorithms, aiming to comprehensively
validate the efficacy of transfer learning strategy in enhancing
the capability for recognizing air-writing digits.

1) CNNs: LeNet [40], AlexNet [41], and VGG [42] employ
convolutional layers to extract image features, well-suited for
early image recognition tasks. With advancements in tech-
nology, CNNs with unique structures have been developed,
such as GoogLeNet (Inception module) [43], ResNet (Resid-
ual blocks) [44], and DenseNet (Dense connections) [45].
These networks allow models to learn image features at
greater depth. To address the requirements of mobile devices,
lightweight networks like MobileNetV2/V3 [35], [46], and
ShuffleNetV2 [47] are proposed to optimize the convolutional
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(a) Original MNIST dataset. (b) Air-writing dataset. (c) The output features by VGG16. (d) The output features by mmDigit.

Fig. 9: A comparative analysis of the original data distribution between MNIST and the proposed dataset and the output
features of VGG16 and mmDigit was conducted using t-SNE visualization [39].
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Fig. 10: The experimental results regarding the recognition of air-writing digits under sample 7:3.
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Fig. 11: Comparison of mmDigit’s recognition accuracy with
existing research under single radar conditions.

structure to reduce computational demands. Additionally, net-
works like RegNetX [48] can be used to enhance performance
through innovative design.

2) Transformers: The Vision Transformer (ViT) marks a
groundbreaking incursion from the realms of natural language
processing into the vast expanses of computer vision [49],
which demands considerable computational resources and
parameters. The Mobile-friendly Vision Transformer (Mobile-

ViT) [50], a ViT-based lightweight visual model, merges the
efficiency and compactness of CNNs with the self-attention
mechanism and global view of Transformer [51], designed for
use in mobile devices and embedded systems.

The recognition experimental results of the air-writing
dataset are shown in Fig. 10. Under the training/testing
sample split ratio of 7:3, our proposed lightweight network
and traditional network algorithms demonstrate commendable
recognition efficiency without employing transfer learning
strategies, achieving an accuracy rate exceeding 93.55%. The
recognition accuracy significantly improved after integrating
transfer learning techniques, with the overall accuracy rate
increasing to 95.16%. Notably, the lightweight network can
attain a recognition accuracy of 99.19%, approximating the
discernment precision of conventional networks with less than
one percent of the parameter. This result fully validates the
superiority of the air-writing data processing pipeline proposed
in mmDigit. Additionally, the study shows that by introducing
external datasets, allowing the neural network to learn more
helpful information during the pre-training phase, the recog-
nition capability of small-scale air-writing can be effectively
enhanced.

We also compare mmDigit with the existing research listed
in Table I, and the results are shown in Fig. 11. When
using a single radar device, mmDigit demonstrates a sig-
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TABLE III: The experimental results regarding the recognition of air-writing digits under User 2:9.

Model
Accuracy (%)

∆ #Params #FLOPs
No-TL∗ TL

CNNs

mmDigit 91.61 94.46 2.85 6.9K 1M

LeNet [40] 85.98 93.54 7.56 85.8K 1.1M

AlexNet [41] 92.44 94.37 1.93 3M 60.5M

VGG16 [42] 91.33 97.69 6.36 14.9M 261.9M

GoogLeNet [51] 91.24 95.48 4.24 6M 513.6M

ResNet18 [44] 89.39 97.05 7.66 11.2M 31.9M

MobileNetv2 [35] 86.25 95.94 9.69 2.2M 6.1M

MobileNetv3 S [46] 80.17 93.91 13.74 1.5M 2.2M

DenseNet-121 [45] 93.34 97.32 3.78 7M 347.1M

RegNetX 200Mf [48] 78.51 94.65 16.14 2.3M 3.9M

ShuffleNetV2 1.0x [47] 80.23 87.55 7.32 1.3M 3M

Transformers

MobileViT xxs [50] 88.56 95.48 6.92 1M 5.7M

MobileViT xs [50] 91.14 96.49 5.35 1.9M 14.9M

MobileViT s [50] 91.51 97.32 5.81 4.9M 31.4M
∗

It is important to note that we did not incorporate any transfer learning strategy, nor did we make use of the MNIST dataset.

nificant improvement in recognition performance, surpassing
other comparative methods [31], [25], [28], [29], [30], [32].
Compared to research schemes that use multiple radar de-
vices [26], [27], [28], [29], mmDigit, which employs a lower
complexity solution, achieves recognition accuracy that is on
par with these methods. However, it is important to recognize
certain limitations in this comparison process. In particular,
there are significant differences in the number of radar devices,
configurations, dataset selections, and implementation strate-
gies among different methods, which could affect recognition
accuracy.

Additionally, as shown in Table III. With a training/testing
user split ratio of 2:9, both the lightweight network and
the classical network algorithms performed sub-optimally,
with the lowest accuracy recorded at 78.51%. However, af-
ter introducing transfer learning strategies, the recognition
performance improved by at least 1.93%. The accuracy of
ShuffleNet reached 87.55%, while the overall accuracy of
all other networks exceeded 90%. With only 6.9K network
parameters, the lightweight network achieved an impressive
recognition accuracy of 94.46%. The experimental results
indicate that transfer learning strategies allow the network to
be trained on diverse and varied data distributions, signifi-
cantly improving recognition accuracy, which provides a new
solution for expanding small-scale datasets.

We also find that the recognition accuracy of most tra-
ditional networks exceeded that of the proposed lightweight
network, which was expected due to the significantly smaller
number of parameters in the lightweight network, only a
fraction of those in the classical networks. We employ the t-

SNE algorithm to conduct a visual comparative analysis of the
final layer outputs between the VGG16 network and our pro-
posed lightweight network. Fig. 9(c) shows the output feature
distribution of the VGG16 network, while Fig. 9(d) displays
the output feature distribution of the proposed lightweight
network. It suggests that this discrepancy may be attributed to
conventional networks’ superior clustering of deep features.

E. Experimental Results in Knowledge Distillation

Although the proposed lightweight network already demon-
strates its ability to maintain satisfactory recognition accu-
racy while reducing parameters and computational complexity,
we continue to seek further improvements to enhance the
network’s practical recognition capabilities post-deployment.
Given that the classical classification networks described in
Section III-C have a more significant number of parame-
ters and achieve higher accuracy, a knowledge distillation
strategy is employed to enhance the accuracy of recognition.
Specifically, we select VGG16 [42], DenseNet-121 [45], and
MobileViT s networks [50], which show superior performance
in Table III, as teacher models. Utilizing their powerful fea-
ture extraction capabilities, we successfully unearth potential
knowledge within digital trajectory features and integrate it
into the lightweight network.

As detailed in Fig. 12 of the experimental results, the
recognition accuracy can be enhanced by the lightweight
network without changing the model’s parameter size of
6.9K through the use of the knowledge distillation strategy.
Employing VGG16 as the teacher model yields the pinnacle
of recognition accuracy at 96.22%. Utilizing MobileViT s as
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Fig. 12: Comparison of lightweight network performance
after knowledge distillation of three teacher models, “No-
KD” represents the use of the TL strategy without the KD
strategy, while “KD” indicates the use of the KD strategy, and
“MNIST” refers to applying the trained lightweight network
to the MNIST dataset for performance testing.

the teacher model, we can achieve an accuracy of 96.03%.
Moreover, adopting DenseNet-121 as the teacher model pre-
cipitates a 1.38% augmentation in recognition accuracy. The
lightweight network achieves a cross-user recognition accuracy
of 96.22%, a mere one percent of the parameters results in
only a one percent loss in performance. We also conduct tests
using the MNIST dataset, where the user splitting ratio was
set at 2:9. The lightweight network’s recognition capability
increased from 56.92% to 95.84%. The lightweight network
can acquire deeper numerical features by assimilating a greater
variety of writing habits and styles through transfer learning
and knowledge distillation strategies. Small-scale air-writing
datasets with this enhancement see a significant improvement
in recognition and scalability.

(a) Transfer learning strategy. (b) Knowledge distillation strategy.

Fig. 13: Confusion matrix of air-writing recognition for
lightweight networks under two optimization strategies.

We employ confusion matrices to display the improvement
in recognition accuracy of air-writing digit cross-users through
knowledge distillation. The confusion matrix for digital cate-
gories before applying knowledge distillation is detailed in
Fig. 13(a). Our proposed lightweight network demonstrates
inferior accuracy in recognizing digits 3, 4, and 5, with digit
three particularly susceptible to misclassification, registering

an accuracy of only 80% and frequently mistaken for digit 8.
Post-knowledge distillation, there is a discernible enhancement
in the accuracy across all digital categories, with the accuracy
of digit 3 increasing to 85%. Nevertheless, it remains highly
prone to being identified as 8. This phenomenon can be at-
tributed to the inherent difficulty in air-writing digits providing
a standardized writing trajectory, thereby confusing.

In the early stages of algorithm development, we leverage
the powerful computational and analytical tools of MAT-
LAB® 2021 to validate the data processing workflows and
lightweight networks thoroughly. This crucial process ensures
the algorithm’s integrity and robustness. Following successful
validation, we move to the implementation phase, translat-
ing the processing algorithm into C++ and integrating this
codebase into a computer equipped with an Intel® Core™
i7-11700K CPU and 100GB of memory, which serves as the
edge computing unit for real-time recognition of air-writing
digit. As depicted in Fig. 14, we separate the front-end data
acquisition devices from the computing hardware. The front-
end device is dedicated to real-time data acquisition and
transmits data directly to the edge computing unit via the
DCA1000EVM.

Fig. 14: A real-time recognition system, where the left shows
the radar RDC data directly to a PC for processing. The right
shows how the testing system is mounted relative to the hand
motion and the auxiliary display screen.

To ensure the mmWave sensor provides a seamless user
experience post-deployment, mmDigit must accurately iden-
tify the start and end moments of air-writing gestures, which
we refer to as gesture sequence cutting. To address complex
scenarios such as multi-stroke words or character recognition,
gesture sequence cutting is crucial for enabling real-time
continuous recognition. To enhance gesture sequence cutting
for digit recognition, we introduce a mechanism to allow the
system to switch between two different modes, namely the
open mode and the wait mode. Two counters, co and cw, to
track the number of mode transitions for each, with mode
switches governed by threshold values established through
environmental experimentation. In open mode, the system
processes data for gesture recognition; conversely, in wait
mode, the system halts data processing, signaling that the user
may be at the inception or conclusion of a gesture. Inspired by
touch writing, we incorporated a pause mechanism, requiring
users to maintain hand stillness for a brief interval at the onset
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Fig. 15: The impact of different data input sizes. Notably, input
sizes are 28, 42, 56, 70, and 84, and the network exhibits a
parameter of 6.9K, with respective FLOPS measurements of
1M, 2.1M, 3.8M, 5.9M, and 8.6M.

or conclusion of a gesture, thereby serving as a signal for
gesture sequence cutting.

F. Ablation Experiment

Additional evaluation is required to determine how the input
image size affects the network’s ability to recognize and the
computational burden. The experimental results across five
scales of 28, 42, 56, 70, and 84 are shown in Fig. 15. The
computational load for the lightweight network tends to grow
close to N2 when the image input size is increased, with
N being multiples of 24. However, recognition accuracy and
cross-user ability have also seen a noticeable decline. We
suggest that input data distribution can change depending on
the input size, resulting in more complex spatial relationships
and structures. The intricacy of the task may surpass the
model’s capacity for effective learning, and a situation can
be exacerbated when the training data fails to encompass
the necessary variability to address potential changes at an
expanded scale. Consequently, the research opts for a standard
input size of 28×28 pixels. By choosing this wisely, we achieve
a balance between recognition capability and computational
efficiency.

As part of the knowledge distillation phase of model deploy-
ment, we extensively investigate how hyperparameter selection
affects the network’s performance. With the goal achieved by
adjusting the temperature parameter T in Eq. (12) and the
loss weight parameter β in Eq. (13). Notably, the temperature
parameter T determines the smoothness of the probability
distribution of the teacher model’s outputs, thereby influencing
the ease with which the student model learns the knowledge
from the teacher model. A higher temperature value makes
learning easier for the student model, especially for features
of low-probability classes. However, an excessively high tem-
perature may cause the learning process of the student model
to become less focused, thereby affecting the convergence
speed and final performance. Conversely, a temperature that
is too low may cause the student model to overlook some
important class information, thereby reducing the model’s
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Fig. 16: The impact of different temperature parameters T and
weight parameters β, where T is 1, 3, 5, 7, 9, and β is 0.1,
0.3, 0.5, 0.7, 0.9.

generalization ability. Therefore, the temperature parameter
T needs to be determined through extensive experiments
or empirical methods. The experimental results depicted in
Fig. 16 indicate that the model achieves peak accuracy when
the temperature and loss weight parameters are set to 7 and 0.3,
respectively. These findings confirm the effectiveness of the
knowledge distillation strategy in enhancing the performance
of lightweight networks and offer empirical guidance on
optimizing the critical hyperparameters within the knowledge
distillation process.

V. CONCLUSION

We propose a real-time air-writing digit recognition frame-
work, termed mmDigit, which encompasses the configuration
of FMCW radar, the design of digit handwriting actions, the
construction of the data processing pipeline, the setup of a
lightweight network, and the gesture segmentation method for
real-time recognition. Leveraging transfer learning and knowl-
edge distillation strategies, mmDigit achieves a recognition
capability of 99.19% on small-scale air-writing datasets, with
cross-user performance reaching 96.46% while maintaining
network parameters as low as 6.9K. This guides subsequent
real-time air-writing recognition and expansion. Additionally,
we have provided an air-writing dataset, including radar data
cubes and processed digit trajectory images, which are publicly
available to promote the development of the air-writing field.

Looking forward, we plan to delve deeper into the following
domains:

• Expanding from numerals to English alphabets and spe-
cial characters. At present, our air-writing dataset is only
focused on digits. We aim to expand the range of air-
writing maneuvers to incorporate English alphabets and
special characters. Our objective is to achieve air-writing
recognition of a diverse array of keyboard characters and
their combinations, enhancing the semantic diversity of
gesture communication in human-computer interaction.

• Implementing human writing actions to tackle the prob-
lem of trailing trajectories. The proposed continuous
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writing method prevents data trailing caused by tran-
sitional movements during air-writing digits, enhancing
data quality. As the complexity of data categories in-
creases, the differentiation in writing styles will continue
to grow, limiting individuals from interacting according
to specific writing methods and potentially degrading user
experience. Our next research focus will be to design a
more sophisticated and effective data processing pipeline
that adheres to human writing habits, aiming to address
the trailing issue.

• Continually improving the performance of the air-writing
system. Our current research area may not have enough
external datasets due to the diversification of data types.
Therefore, we must investigate other methods, like ef-
ficient network structure and quantization compression,
to continuously enhance air-writing’s recognition perfor-
mance and scalability on edge devices.

In essence, we aspire for the air-writing system to tackle
system-level challenges in dynamic environments, fully uti-
lizing the potential of human-computer interaction in IoT
scenarios and providing a more intuitive and seamless user
experience.
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