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Abstract—As the computing frontier drifts to the edge, edge datacenters play a crucial role in supporting various real-time applications.
Different from cloud datacenters, the requirements of proximity to end-users, high density, and heterogeneity, present new challenges to
cool the edge datacenters efficiently. Although warm water cooling has become a promising cooling technique for this infrastructure, the
one-size-fits-all cooling control would lower the cooling efficiency considerably because of the severe thermal imbalance across servers,
hardware, and even inside one hardware component in an edge datacenter. In this work, we propose CoolEdge, a hotspot-relievable
warm water cooling system for improving the cooling efficiency and saving costs of edge datacenters. Specifically, through the elaborate
design of water circulations, CoolEdge can dynamically adjust the water temperature and flow rate for each heterogeneous hardware
component to eliminate the hardware-level hotspots. By redesigning cold plates with vapor chambers, CoolEdge can quickly disperse the
chip-level hotspots without manual intervention. We further quantify the power saving achieved by the warm water cooling theoretically,
and propose a fine-grained cooling solution to decide an appropriate water temperature and flow rate periodically. We also develop a
cost-effective semi-fine-grained cooling solution named CoolEdge+ integrated with the power capping approach. Based on a hardware
prototype and real-world traces from SURFsara and Alibaba PAI, the evaluation results show that CoolEdge reduces the cooling energy
consumption by 81.81% at most, and CoolEdge+ saves 35.24% more costs than CoolEdge with comparable energy consumption.

Index Terms—edge datacenter energy, warm water cooling, heterogeneity, hotspot relieving, vapor chamber
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1 INTRODUCTION

Edge datacenters are emerging as a critical infrastructure
for edge computing. To provide real-time services in close
proximity to end-users, edge datacenters are widely dis-
tributed from commercial buildings to industrial complexes
in the form of micro datacenters or server clusters. Gartner
predicts around 75% of enterprise-generated data will be
created and processed at the edge by 2025, though the
value is only 10% in 2018 [1], bringing explosive growth
in the number of edge datacenters. According to a report for
edge computing [2], the edge datacenters will cost as high
as $100 billion in information technology (IT) equipment
capital expenditures in 2028. Although the power rating of
an edge datacenter is only 10’s to 100’s of kW that is three
orders of magnitude smaller than a cloud datacenter, such
a growing number of edge datacenters will inevitably bring
heavy energy burden. By 2028, the energy demand of edge
datacenters will reach the same order of magnitude as that
of the global datacenters in 2020 [3], [4].
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Despite the small power capacity, the power density
of an edge datacenter is generally much higher than that
of a cloud datacenter due to the area restriction. Inspur
proposes an edge server NE5260M5 whose depth is 65% of
the standard depth in Open Compute Project [5]. For one
thing, such a short depth makes the implementation more
flexible and space-saving, so that the server can be mounted
on a short rack or even on the wall. For another, the short rack
and compact-aisle arrangement further increase the power
density. For instance, a well-designed edge datacenter can
work at 2.1 kW per square foot [6], which is one magnitude
higher than the power density of a cloud datacenter.

Recently, Tencent Cloud has opened its first edge datacen-
ter to provide real-time services of video processing, cloud
gaming, smart healthcare, and so on [7]. Although traditional
lightweight workloads like Web services are suitable to be
scheduled on a central processing unit (CPU), the emerging
computational edge workloads like deep learning inference,
rely heavily on accelerators, such as graphics processing
units (GPUs), tensor processing units, field-programmable
gate arrays, smart network interface cards, etc. Hence, to
support these diverse performance-critical edge applications,
the edge server needs to comprise various high-powered het-
erogeneous hardware, leading to a high power provisioning
to edge servers [3], [8], [9].

The specific requirements of edge datacenters, including
proximity to end-users, high density, and heterogeneity, make
existing cooling techniques inefficient or even impracticable.
The free cooling technique requires specific low-temperature
locations with free cooling sources like the cold outdoor air,
contradicting the edge’s demand for proximity to end-users.
In addition, high density and heterogeneity further increase
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Fig. 1: Water cooling architecture in an edge datacenter.

the difficulty of efficient cooling in edge datacenters. As the
power density grows dramatically, air cooling would be no
more suitable and even unsafe for the edge datacenters [10],
especially when dealing with thermal imbalance of hetero-
geneous hardware [11], [12]. Hence, we argue that water
cooling is a promising technique for edge datacenters and it
also has great potential for saving energy.

Currently, warm water cooling (e.g., 40°C∼50°C) emerges
to reduce cooling costs by avoiding over-cooling servers
running at a low utilization and allowing less or even no
use of the chiller [13], [14]. Recent studies indicate that the
cooling costs can be reduced by 40% through raising the
water temperature [15], which is significant for the edge
datacenters located in populated areas with a high electricity
pricing. By employing warm water cooling, less cooling
demand also enables a chiller with a smaller size and lower
cooling capacity, saving about $100∼$300 per kW of the
cooling capacity [16].

In spite of these promising advantages, state-of-the-art
coarse-grained warm water cooling would be highly ineffi-
cient for edge datacenters due to the severe hotspot issue [13]
at multiple levels. On the one hand, the imbalanced hardware
utilization as well as different thermal specifications of
heterogeneous hardware leads to thermal imbalance across
servers and hardware. To cool down even a small portion
of hotspot hardware components for their safety, the inlet
water for every hardware component should be chilled to a
very low temperature synchronously. This over-provisioning
strategy is exceedingly inefficient since the centralized chiller
needs to consume extra energy to provide cold water to
other non-hotspots at the same time [13], [14], [17]. One
possible solution might be installing distributed chillers or
pumps for each hardware component, but the high costs,
additional space demands, and other technical problems
make this infeasible [13], [18]. On the other hand, the thermal
imbalance also exists inside a hardware component because
of different thermal specifications and imbalanced utilization
of internal units. As shown in later Fig. 2 and Sec. 2.2, the
temperature difference inside a CPU core can be over 20°C,
and the value exceeds 30°C inside a GPU. Concerning the
temperature measurement granularity, undetected localized
hotspots will not only result in performance degradation and
a shorter lifespan, but also increase the cooling costs by over-
cooling other non-hotspot units [19], [20], [21]. Thus, if the
above multiple-level hotspots can be dispersed effortlessly,

the cooling efficiency can be further improved while ensuring
the safety.

In summary, conventional cold water cooling wastes
vast amounts of unnecessary energy in cooling many low-
utilization servers, while coarse-grained warm water cooling
raises the hotspot issue. To make the best of their advantages
while avoiding these negative impacts, we propose CoolEdge,
a fine-grained warm water cooling system for relieving
multiple-level hotspots and saving cooling energy of high-
density and heterogeneous edge datacenters. Specifically, we
make the following contributions:

• We summarize the new challenges to efficiently cool
the high-density and heterogeneous edge datacenters,
and argue that a solution to the hotspot issue is
extremely urgent due to the rapid growth of edge
computing.

• We put forward a hotspot-relievable warm water
cooling architecture CoolEdge with two major inno-
vations. Specifically, through fine-grained cooling con-
trol under well-designed water circulations, hardware-
level hotspots can be eliminated with high efficiency;
by means of our newly developed cold plates with
vapor chambers, chip-level hotspots can be dispersed
without manual intervention.

• To the best of our knowledge, we are the first to
theoretically quantify energy savings achieved by
warm water cooling. Based on the quantification, we
propose a custom-designed cooling solution using
the Heat Dissipation Oriented (HDO) or Chiller
Power Oriented (CPO) strategy to provide cooling
setting adaptation to heterogeneous hardware while
improving the cooling efficiency.

• Based on CoolEdge, we further develop a semi-fine-
grained cooling solution CoolEdge+ to lower the
capital expenditures for implementing the customized
cooling control. By employing a dynamic power
capping approach, CoolEdge+ can achieve compa-
rable cooling efficiency improvement as CoolEdge
but incurs lower costs, and enables a flexible trade-off
between cooling energy consumption and hardware
performance while ensuring the safety.

• We build a hardware prototype to validate the prac-
ticability of CoolEdge and CoolEdge+, and conduct
datacenter-level simulations to show their remarkable
performance in balancing multiple-level hotspots and
saving cooling costs. The evaluation results reveal that
compared with baselines, CoolEdge reduces 81.81% of
the cooling energy at most, and CoolEdge+ behaves
similar in energy savings. A cost saving analysis
estimates that CoolEdge+ can save up to $3,598,400
yearly in a city, 35.24% higher than CoolEdge.

2 BACKGROUND AND MOTIVATION

In this section, we first recap existing cooling techniques and
discuss their limitations of achieving high cooling efficiency
in edge datacenters. Then, we disclose the hotspot issue from
both the hardware level and the chip level, and explain our
motivation to design a new cooling architecture in the end.
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TABLE 1: Thermal specifications of some IT hardware components

Hardware
type

Intel Xeon
E5-2680 v4
CPU [22]

Nvidia GeForce
RTX 2080 Ti

GPU [23], [24]

Nvidia A100
80GB PCIe

GPU [25], [26]
DRAM [11]

Samsung
983 DCT
SSD [27]

MOT (°C) 86 89 100 85 70

TDP (W) 120 250 300 Typically ≤ 10 Read: 8.7,
Write: 10.6

70.5 ºC

67.3 ºC

64.2 ºC

61.0 ºC

54.7 ºC

57.9 ºC

51.8 ºC

49.5 ºC

IntReg

L1 Cache

Comp. Unit

L2 Cache

IntReg

L1 Cache

Comp. Unit

L2 Cache
IntReg

Fig. 2: Temperature distri-
bution inside a CPU core.

2.1 State-of-the-Art Cooling Techniques VS. Demands
of Edge Datacenters

First of all, we present a brief synopsis of existing cooling
techniques, and analyze their inefficiency from the perspec-
tive of three requirements of edge datacenters: proximity to
end-users, high density, and heterogeneity.

Free cooling vs. proximity to end-users: Free cooling,
a way of directly cooling servers by free cooling sources,
e.g., the outdoor air and lake water, has been well studied
in recent years [28]. A growing number of cloud datacenters
are built in cold and dry areas, or near the sea or lake,
with free coolers like the dry cooler for access to cold air or
water. For example, Iceland has become one of the world’s
most cost-effective destinations for datacenters owing to its
ideal weather [29], and Microsoft even built its datacenter
under the sea [30]. However, in order to provide low-latency
services, edge datacenters should be sited in proximity to
end-users and widely distributed in cities, which can hardly
meet the strict requirements of free cooling.

Air cooling vs. high density: The contradiction between
the increasing demand for edge datacenters and the shortage
of urban land forces servers to be stacked up at a higher
density. This dramatically increases the cooling demand since
it becomes trickier to timely take away the heat, especially
when the servers run at 100% utilization for sustained
periods. To ensure high performance of edge applications,
air cooling struggles to satisfy the strict cooling demand at
such a high power density [31], because of its low heat
conduction capacity and the difficulty in managing the
airflow efficiently when the rack and aisle are increasingly
compact. Although there are some techniques using elaborate
engineering on the air-aisle arrangement, like the circular
pattern of racks designed by Vapor IO [32] and the high-
density cooling proposed by Intel [33], these techniques show
poor performance in efficiency, scalability, and/or adaptivity
for edge datacenters.

Water cooling vs. heterogeneity: Water cooling emerges
as an energy-efficient paradigm for datacenters. As water
has a higher density and greater thermal capacity per unit
volume than air, water cooling supports a higher power
density [34]. Currently, cloud datacenters mainly use direct-
to-chip cooling [12]. As shown in Fig. 1, a cold plate with
water flowing inside is directly pressed on the surface of a
hardware component to absorb the heat. After absorbing heat
from different hardware components on different branches,
the water gathers together and then is cooled to some
temperature by the centralized chiller (also by the cooling
tower in some large-scale cloud datacenters). For the safety
of hardware components, this temperature is usually set low
enough so as to cool down some high-utilization hardware

components with a high temperature. In this coarse-grained
water cooling system, however, since different hardware
components share the same inlet water temperature and flow
rate in spite of their specific cooling demands, a lot of cooling
energy would be wasted, showing excessively low efficiency.

Nowadays, some cloud providers propose the warm
water cooling technique to reduce cooling costs. However,
the coarse-grained warm water cooling suffers from a severe
hotspot issue, which we will expatiate in the following.

2.2 The Hotspot Issue in Edge Datacenters

Compared with cloud datacenters, the hotspot issue becomes
more severe in edge datacenters due to the requirements of
high density and heterogeneity, along with skewed hardware
utilization of edge workloads [9] and non-ideal ambient
conditions of the edge. Typically, there are two kinds of
thermal imbalance in edge datacenters, i.e., at the hardware
level and the chip level.

The hotspot issue at the hardware level: Previous
works [13], [35] have shown the hotspot issue exists among
homogeneous hardware (e.g., CPUs or dynamic random-
access memories (DRAMs) of the same type). For hetero-
geneous hardware, the thermal imbalance becomes more
significant due to their divergent thermal specifications and
dynamic characteristics. Table 1 illustrates their thermal
specifications of Maximum Operating Temperature (MOT)
and Thermal Design Power (TDP) [36]. As we can see, there
are vast differences in both MOT and TDP from one hardware
type to another, especially between the computing hardware
and the memory or storage hardware. We also evaluate
the dynamic characteristics of heterogeneous hardware
components when changing their load levels. As plotted in
Fig. 31, these hardware components show different operating
temperatures and temperature variation rates in the same
status. Usually, the operating temperature of computing
hardware is above 40°C, while the operating temperature
of memory hardware is lower than 40°C. When changing
their statuses, the temperature of computing hardware goes
up/down significantly faster than that of the memory, and
reaches a stable level more quickly. Hence, it is essential
to design a custom-designed solution for heterogeneous
hardware, which will be introduced in Sec. 4.4.

The hotspot issue at the chip level: Considering the
hardware type and workload characteristics, different inter-
nal units inside the hardware component may be at different
utilization and power levels, which brings the hotspot issue
at the chip level. We investigate this hotspot issue under four

1. The details of hardware components are presented in Section 6.1.
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Fig. 3: Temperature variation of heterogeneous hardware.

cases: among CPU cores, inside a CPU core, inside a GPU,
and inside a DRAM, respectively.

(1) Hotspots among CPU cores: A CPU usually contains
many processing units, i.e., cores. A prior work shows their
average temperature imbalance can be over 7°C [21]. Our
experimental results in later Fig. 21 also reveal these hotspots.

(2) Hotspots inside a CPU core: A micro CPU core
contains several parts from low-powered cache units to high-
powered computing units. We use the HotSpot simulator [37]
to acquire temperature distribution inside a CPU core, as
presented in Fig. 2. In particular, the temperature difference
between computing units and cache units can be over 20°C.
When running integer workloads, there exist several hotspots
especially in the integer register marked as IntReg in Fig. 2.

(3) Hotspots inside a GPU: A GPU consists of multiple
units including computing units, memory units, etc. Accord-
ing to the measurement result of an AMD GPU for a stress
test, inside the GPU, the hotspots can reach above 100°C and
the maximum temperature difference is over 30°C.

(4) Hotspots inside a DRAM: A DRAM is mainly com-
posed of several DRAM chips and one buffer chip which
have different rated temperatures [35]. According to the
previous research, the temperature difference among DRAM
chips is over 15°C while the value between DRAM chips and
the buffer chip can reach more than 30°C [35], [38].

2.3 Why We Need a New Cooling Architecture to Ad-
dress the Hotspot Issue for Edge Datacenters?
Many software-based solutions can be implemented to
relieve hotspots in a cloud datacenter, including power
throttling [20], [39], [40], [41], workload deferral [42], and
workload balancing [11], [20], [21], [35], [43], [44]. However,
it is usually necessary to consider the tradeoff between the
performance guarantee and hotspot relieving. For exam-
ple, avoiding hotspots by lowering hardware frequency
is likely to degrade hardware performance. Also, since
some mission-critical edge applications, such as smart traffic
management [45], would have no deferrable workloads, the
hotspots may unavoidably emerge constantly. As a result,
it is necessary to propose a workload-agnostic solution
to the hotspot issue for general cases at the edge. Since
these software-based solutions require no hardware-level
support and have access to higher level information, such
as workload deadlines, they can be combined with this
workload-agnostic solution to further reduce energy usage
through relieving hotspots.

Recently, Jiang et al. [13] propose a thermoelectric cooler-
based (TEC-based) solution to address the hotspot issue in a
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Fig. 4: Hotspot-relievable warm water cooling system.

homogeneous cloud datacenter with only CPUs. Specifically,
the authors apply warm water to cool CPUs equally and
integrate each CPU with a TEC to provide extra cooling
capacity for hotspots. However, the TEC-based solution
fails to meet the specific requirements of edge datacenters,
i.e., high density and heterogeneity. On the one hand, it
requires considerable modifications to the internal structure
of servers, which is somewhat impractical for already high-
density servers. In particular, given the high energy demand
of the TEC, it will be disabled when the CPU becomes a non-
hotspot. In this case, a copper plate of double the CPU’s size
and an additional cold plate are necessary for transferring
heat. On the other hand, it cannot be extended to support
heterogeneous hardware due to the following reasons. First,
the required copper plate cannot cater to the physical layouts
of various hardware types. Taking the GPU as an example, as
several large capacitors are scattered around the computing
units, there is no room for this copper plate. Second, the
TECs cannot be applied to high-powered hardware due to
their limited cooling capacity. The maximum heat load that
an economical TEC can transfer effectively is usually less
than 150W [46], hardly meeting the cooling demand of
high-powered hardware like GPUs whose TDP can reach
400W [26].

In short, prior works are inefficient for latency-sensitive
edge workloads or lack support for the heterogeneity of edge
datacenters. Differing from them, we propose a warm water
cooling system tailored to owner-operated edge datacenters
with full consideration for heterogeneous hardware.

3 SYSTEM ARCHITECTURE

In this section, we formally propose CoolEdge, a hotspot-
relievable warm water cooling system for edge datacenters.
We begin with the system overview and then elaborate on
the design details.

3.1 System Overview
As shown in Fig. 4, each server consists of many heteroge-
neous hardware components, including CPU, GPU, DRAM,
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etc. There are three major parts in our proposed cooling
system: Inner-and-Outer Loop, Mini Loop, and controllers.

(1) Inner-and-Outer Loop contains two water circulations,
i.e., Inner Loop and Outer Loop, to cool the hardware compo-
nents. In particular, Inner Loop is a hot water circulation di-
rectly recycling the “used” water after cooling the hardware;
Outer Loop is a cold water circulation where the hot water
is pumped to the chiller and turned into “refreshed” chilled
water again. Unlike the conventional water cooling system,
we use a valve to provide an appropriately customized
inlet water temperature and flow rate for each hardware
component, by mixing a certain amount of hot water from
Inner Loop and cold water from Outer Loop.

(2) Mini Loop is a small vapor-fluid circulation inside a
two-phase vapor chamber, which is creatively deployed on
the cold plate to enhance thermal conductivity and reduce
local hotspots inside the hardware component.

(3) Controllers include a Centralized Controller and
multiple subControllers, i.e., one subController for each
server. Specifically, based on the information collected in
real time (e.g., hardware utilization and temperature) and
the specific cooling strategy (introduced in Sec. 4), the
Centralized Controller periodically decides on the best
cooling setting, i.e., the inlet water temperature and flow
rate for each hardware component. Then it sends the control
command to each subController to adjust water temperature
and flow rate accordingly.

3.2 Inner-and-Outer Loop: Hardware-Level Hotspot Elim-
ination with Mixed Water

As illustrated in Sec. 2, both homogeneous and heteroge-
neous hardware components have different cooling demands
at different times. In order to handle hotspots among
different hardware components, we design two water cooling
circulations, i.e., Inner Loop and Outer Loop, to achieve fine-
grained and flexible cooling control in an edge datacenter.
Specifically, we use a pulse-width modulation (PWM) con-
trolled proportional solenoid valve [47] at the inlet of each
hardware component. The water temperature and flow rate
can be regulated at the desired values by mixing different
amounts of hot and cold water based on each hardware
component’s real-time cooling demand.

As plotted in Fig. 4, Inner Loop is a hot water circulation,
gathering “used” water from the outlet of each hardware
component to the water tank and pumping it to the inlet
again. Since the hot water from Inner Loop cannot cool
down some high-utilization hardware components, Outer
Loop pumps hot water from the water tank to the chiller
and then sends the chilled water to the inlet. Based on the
control command from controllers, different amounts of hot
water from Inner Loop and cold water from Outer Loop will
be sent to the hardware component. As compared to merely
sending the chilled water, the mix of both hot and cold water
not only reduces the required amount of chilled water and
saves cooling energy at the current time, but also increases
natural heat dissipation (discussed in Sec. 4) which in turn
saves cooling energy thereafter.

As the proportional valves are somewhat costly (the pur-
chase price is about $30 for each hardware component [48]),
they can be replaced with economical on/off valves (about
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Fig. 5: Illustration of Mini Loop.

$14 for each hardware component [49]) to save capital
expenditures. As an on/off valve either allows unimpeded
flow or stops flow completely, only three discrete water
temperature values can be regulated when using two such
valves by allowing hot water only, cold water only, or the
mix of both the hot and cold water that generates warm
water. However, directly simplifying the fine-grained cooling
architecture shown in Fig. 4 to this semi-fine-grained one can
reduce the cooling efficiency improvement largely. To keep
high cooling efficiency, we devise a dynamic cooling control
mechanism with a power capping approach which considers
the cooling demand and computing performance jointly by
adjusting the maximum allowed hardware power. We call
this solution as CoolEdge+ which will be detailed in Sec. 5.

3.3 Mini Loop: Chip-Level Hotspot Dispersion with Two-
Phase Vapor Chambers

To relieve hotspots inside a hardware component, we in-
tegrate a two-phase vapor chamber into the cold plate
and realize vapor-fluid Mini Loop inside the chamber. As
shown in Fig. 4, the cold plate is attached to the hardware
component to transfer heat into the cooling water. Between
the hardware component and the cold plate is the thermal
paste, used to eliminate air and thus provide higher thermal
conductivity. It is worth noting that the vapor chamber is
typically standalone, and attached between a heat source and
a cooling component to conduct heat directly. However, we
find this is exceedingly inefficient in transferring heat from
a hardware component to the cooling water inside an intact
cold plate, due to the long thermal path and an extra layer of
the thermal paste. Therefore, instead of directly attaching the
vapor chamber to the bottom of the cold plate, we replace
the commonly used cold plate’s baseplate with the vapor
chamber for achieving higher thermal conductivity, as shown
in later Fig. 11b. We also perform an experiment to verify this
observation, and the results are presented in Appendix A.
Now we introduce the physical structure, working principle,
and attractive characteristics of the vapor chamber as follows.

Physical structure: As shown in Fig. 5a, the vapor cham-
ber consists of a sealed vacuum vessel and an internal wick
structure. The outside of the vacuum vessel is typically made
of copper or aluminum to achieve high thermal conductivity,
while the wick structure contains a small amount of working
fluid in equilibrium with its vapor to transfer heat from one
side of the chamber to the other [50]. Another performance
metric influencing the thermal conductivity is the filling ratio,
defined as the ratio of the volume of the working fluid out
of the total volume of the vapor chamber [51]. Usually, the
value is set at 20%∼45% [52].
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Working principle: As shown in Fig. 5b, the vapor cham-
ber includes an evaporator and a condenser. The evaporator
consists of a wick structure, where the working fluid flows.
The fluid absorbs heat from hardware components, and
immediately vaporizes and rises to the condenser driven
by the pressure difference. Once arriving at the condenser,
the vapor condenses again and releases the latent heat of
condensation to the cooling water. The condensed fluid
finally returns to the evaporator by the capillary action of the
wick structure and also by gravity [50]. Through this heat
circulation, the hotspots inside each hardware component
can be dispersed automatically and a relatively uniform
temperature distribution can be realized.

Attractive characteristics: Compared with the conven-
tional single-phase cooling system, there are several benefits
from the hotspot-relievable two-phase vapor chambers.
First, because of the huge latent heat of vaporization, the
vapor chamber has higher thermal conductivity than the
commonly used cold plate and thus reduces the hardware
temperature to a lower level. To this extent, the inlet warm
water temperature can be raised further to save more
cooling energy. Second, as the thermal conductivity of vapor
chambers grows with the power density of the heat source,
more heat can be absorbed from hotspot areas inside the
hardware component [53], [54]. In all, the vapor chamber
not only increases the general thermal conductivity, but also
smooths the temperature distribution of the heat source
in an automatic manner. In Sec. 6.5, we conduct several
experiments to demonstrate these characteristics using our
newly developed vapor chamber-based cold plate.

In addition, the two-phase vapor chamber also has many
unique properties desirable to edge datacenters:

• Space-saving: The vapor chamber is usually as thin as
a copper baseplate of the commonly used cold plate
(e.g., 2∼3mm) but much lighter.

• Cheap: The vapor chamber can be bought for about
$5 from Alibaba.com [55]. Besides, about $1 for the
copper baseplate can be saved.

• Reliable: The Mean Time Before Failure (MTBF) of
the vapor chamber is 80,000 hours (i.e., about 10
years) [50], larger than the hardware lifespan.

• Environment-friendly: The vapor chamber consumes
no power, and all the raw materials (e.g., purified
water as the working fluid) are environment-friendly,
significant for today’s green datacenter infrastructure.

3.4 Controllers

In CoolEdge, there is a Centralized Controller and each server
is directly controlled by an independent subController.

Centralized Controller: The Centralized Controller is
composed of two parts, i.e., a monitor and a scheduler.
In each adaptation period, the monitor first collects each
hardware component’s temperature and utilization/power
information from subControllers. Then, the scheduler decides
the best inlet water temperature and flow rate for each
hardware component based on the collected information
and the cooling strategy (introduced in Sec. 4). Finally, the
scheduler sends the cooling control commands back to each
subController.

subController: Each subController periodically col-
lects the temperatures of CPUs and DRAMs with the
lm_sensors tool, utilization of CPUs and DRAMs by
the /proc filesystem, and temperatures and powers of
GPUs with the nvidia-smi tool, and then sends them to the
Centralized Controller. Once receiving the control command
from the Centralized Controller, each subController sends
the control signal to the valves installed on the server. By
connecting the valves to a 4-pin power connector on the
motherboard, it is convenient to tune each valve by the PWM
signal [47], and the relationship between the water flow rate
and duty cycle is presented in [47], [56]. As the response time
of such a valve is less than 1 s [57], real-time control can be
achieved. Besides, such a valve’s power consumption is only
several Watts [58], which is negligible compared with the IT
and cooling equipment.

4 FINE-GRAINED COOLING SOLUTION

In this section, we first theoretically quantify the power
saving achieved by the warm water cooling. According to
the quantification, we propose two warm water cooling
strategies to decide on the best cooling setting. At last,
we present a custom-designed cooling control solution for
heterogeneous hardware components.

4.1 Key Proposition of Warm Water Cooling
The state-of-the-art literature on warm water cooling states
that increasing the inlet water temperature has great potential
for saving cooling energy [13], [14], [15]. As the warm water
temperature is higher than the ambient temperature, there
exist significant natural heat dissipation phenomena in pipes
and tanks, lowering the cooling energy consumption of the
chiller compared with the cold water cooling. In this section,
we provide the first theoretical analysis on the efficiency
of warm water cooling from the aspect of natural heat
dissipation. In the following part, we take the heat dissipation
in pipes as the representative, since the tank can be viewed
as a wider pipe and analyzed in a similar way. All the
theoretical derivations and detailed discussions are provided
in Appendix B.
Proposition 1. The natural heat dissipation efficiency de-

pends on (1) ∆T : the temperature difference between the
cooling water in the pipe and the outer air, (2) v: the water
flow rate, (3) h: the convective heat transfer coefficient of
the air, and (4) ξ and µ: parameters related to physical
characteristics of the pipe and water (e.g., the pipe’s
radius and the density of water), respectively. Based on
Fourier’s law of heat conduction [59] and Newton’s law
of cooling [60], the dissipated heat P (in Watts) through
the pipe can be calculated by:

P = ξv∆T
(
1− exp(−µh/v)

)
, (1)

Eq. (1) indicates that compared with the water flow rate,
increasing the water temperature contributes significantly to
the heat dissipation under the same ambient condition. The
convective heat transfer coefficient of the air h represents
the thermal resistance of a relatively stagnant layer of air
between a pipe surface and the air medium [61]. Higher
air velocity increases h and thus the dissipated heat. The
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Fig. 6: The effect of the inlet water temperature, v, and h on
P based on the simulation and estimation.

convective heat transfer coefficient of the free air is usually
2.5∼25W/m2°C, while in the forced convection environ-
ment, e.g., with fans blowing around, the value can be up to
10∼500W/m2°C [62].

Using Fluent software [63], we simulate the process that
the water flows through a 1-meter copper pipe when the
ambient air temperature is stable at 20°C. Fig. 6 shows the
effect of the inlet water temperature on the heat dissipation
under varying v and h from both the simulation results
and estimation results based on Eq. (1). Note that when
the inlet water temperature and h are high enough, the
amount of dissipated heat can be equal to a CPU’s TDP (as
listed in Table 1), showing the great potential of warm water
cooling to save cooling energy. Although we find that the
estimation of heat dissipation is generally accurate, there is
still an estimation error of at most 8.4% when the inlet water
temperature and h are high. The main reason is that Eq. (1)
cannot accurately describe the temperature of the air and the
water near the pipe wall [64]. Here we use an attenuation
factor β to make up the estimation error, whose detailed
expression is introduced in Appendix B.

Proposition 1 analyzes the key factors affecting the water
cooling efficiency. We find that from the aspect of natural
heat dissipation, a higher temperature of the cooling water
shows a remarkable effect on increasing cooling efficiency. To
sum up, the warm water cooling saves more cooling energy
as more heat can be dissipated in a natural way, and the
amount of dissipated heat is affected by several factors.

4.2 Heat Dissipation Oriented Strategy

Based on Proposition 1, we find that the inlet water tempera-
ture and its flow rate are two tunable factors that determine
the natural dissipated heat P presented in Eq. (1) and thus
the cooling efficiency. To make full use of natural heat
dissipation, the cooling system should cool each hardware
component with the best cooling setting of the inlet water
temperature and flow rate. Let Thot and Tcold represent
the temperatures of inlet hot water and inlet cold water,
respectively. For the hardware component i whose power
is Pi, the mixed inlet warm water temperature is denoted
by Twarm,i. As discussed in Sec. 3, the temperature and
flow rate of both inlet hot water from Inner Loop and cold
water from Outer Loop together determine the temperature
of the inlet warm water. We use vhot,i and vcold,i to represent
the flow rate of the inlet hot water and inlet cold water,
respectively. The temperature and flow rate of the inlet
warm water for the hardware component i is given by

Twarm,i = (vhot,iThot + vcold,iTcold)/(vhot,i + vcold,i) and
vwarm,i = vhot,i + vcold,i, respectively. Based on the law of
conservation of energy [65], the temperature of the hot water
from the i-th outlet Tout,i can be calculated by:

Tout,i = Twarm,i +
Pi

cρvwarm,i
, (2)

where ρ and c represent the density and specific heat capacity
of the inlet water, respectively.

Based on Eq. (1), and Tout,i and vwarm,i for each hard-
ware component, the dissipated heat (in Joule) of the pipe
Epipe = Ppipet =

∑
i Ppipe,it and the tank Etank = Ptankt

can be calculated accordingly, where t is the time slot.
Then, we can obtain the best cooling setting of the water
temperature and flow rate for each hardware component to
maximize the amount of dissipated heat RHDO :

RHDO =
Epipe + Etank

COPc
− Epump, (3)

where COPc is the coefficient of performance (COP) [66]
of the chiller, and Epump is the power consumption of the
pump, whose expression is presented in Sec. 6.2. Since we
maximize natural heat dissipation here, we call this cooling
strategy as Heat Dissipation Oriented (HDO) strategy.

4.3 Chiller Power Oriented Strategy

Although the HDO strategy provides the precise warm water
cooling setting, it could be impractical to achieve in reality.
For instance, some parameters in Eq. (1), such as the size
of pipes and h, are inaccessible or varying dynamically.
Moreover, the heavy computational overhead would also
affect the edge’s performance. To ensure the practicability
of the cooling management, we present a simple and more
general strategy.

It is obvious that the lower warm water temperature
and higher flow rate we set, the larger volume of chilled
water will be used to cool the hardware component within
a given time slot, and hence the temperature of outlet hot
water is lower. In this case, according to Proposition 1, the
amount of dissipated heat would fall, reducing the overall
cooling efficiency. As a result, we regard the cooling setting
with the least chilled water provision, i.e., the least energy
consumption of the chiller as the best choice and call this
Chiller Power Oriented (CPO) strategy. Here, we can obtain
the best cooling setting of water temperature and flow rate
for each hardware component to minimize the chilled water
provision RCPO:

RCPO =
∑
i

vcold,i =
∑
i

vwarm,i ·
Thot − Twarm,i

Thot − Tcold
. (4)

4.4 Fine-Grained Cooling Control

After introducing the two strategies for improving the effi-
ciency of warm water cooling, we present a custom-designed
cooling control solution for heterogeneous hardware here.
Since the computing hardware (e.g., CPU and GPU) shows
different thermal specifications and dynamic characteristics
from the memory hardware (e.g., DRAM) as discussed in
Sec. 2.2, we quantify their thermal profiles at first.
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Fig. 7: Measurement results of CPU temperature with differ-
ent inlet water temperature, flow rate, and CPU utilization.
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Fig. 8: Measurement results of GPU temperature with
different inlet water temperature, flow rate, and GPU power.

According to our findings in Sec. 2.2, the inlet water
temperature and flow rate directly impact the instantaneous
temperature of computing hardware, so we only consider
their real-time utilization/power to make cooling decisions.
The measurement results of the CPU and GPU temperature
are plotted in Figs. 7 and 8, respectively.

For DRAMs, since their power is excessively low as
shown in Table 1, the generated heat can be timely taken
away whatever the inlet water flow rate is, and the inlet
water temperature directly influences the DRAM temper-
ature variation rate instead of the instantaneous DRAM
temperature. Here, we define the temperature variation rate
as the reciprocal of the time spent to raise or reduce the
hardware temperature by 1°C under specific inlet water tem-
perature, hardware temperature, and hardware utilization.
Next, we measure the relationships between the DRAM
temperature variation rate and these three variables as
shown in Fig. 9. The positive and negative values of the
temperature variation rate mean an increase and decrease in
the hardware temperature, respectively. The absolute value of
the temperature variation rate grows exponentially with the
temperature deviation from the stable temperature, making
the temperature quickly reach near the stable temperature.

Based on the above hardware profiles and the received
information from subControllers, the scheduler decides the
best cooling setting for each heterogeneous component
periodically with a custom-designed solution as follows:

• Computing hardware: For each hardware component,
the scheduler first selects possible choices of the inlet
water temperature and flow rate from the profiles
(e.g., the measurement results in Fig. 7 and Fig. 8)
which guarantee the hardware temperature lower
than the safe operating temperature. Leveraging the

(a) Water temperature = 34°C (b) Water temperature = 37°C

Fig. 9: DRAM temperature variation rate (the solid points
represent the stable temperatures).

HDO or CPO strategy, the scheduler can obtain the
best warm water cooling setting by maximizing Eq. (3)
or minimizing Eq. (4).

• Memory hardware: Since only the inlet water tem-
perature is tunable for DRAMs, both HDO and CPO
strategies will choose the same setting—maximizing
the inlet water temperature. Thus, for each inlet water
temperature, the scheduler calculates the DRAM
temperature at the next adaptation period based on
the measurement results in Fig. 9 and chooses the best
cooling setting of the water temperature with the safe
operating temperature guarantee.

According to our single-threaded testing on a server
with an Intel Xeon E5-2697 v4 CPU, it takes about 20ms
for the HDO or CPO strategy to obtain the best cooling
setting for each hardware component. Leveraging parallel
computing, we can easily scale up the computing speed
when the number of hardware components increases greatly.
After determining all the cooling settings, the scheduler will
send cooling control commands to each subController. Then
the subController will send the control signal to each valve
at once to adjust the amounts of hot water and cold water
sent to each hardware component accordingly.

5 SEMI-FINE-GRAINED COOLING SOLUTION

In this section, we propose a semi-fine-grained cooling
solution CoolEdge+ that reduces the cooling complexity
of CoolEdge. We first introduce the main difference in
the cooling control mechanism between CoolEdge and
CoolEdge+, and then present the details of the semi-fine-
grained cooling control.

5.1 Cooling Control Mechanism

As presented in Sec. 3.2, although the proportional valves
help achieve fine-grained cooling control by mixing any
amounts of hot and cold water, they incur high capital ex-
penditures. For some excessively underutilized datacenters,
the energy savings might not offset the capital expenditures
of valves as expected. Therefore, we design a semi-fine-
grained cooling solution named CoolEdge+ which replaces
the original proportional valves with simpler on/off ones.
Instead of customizing arbitrary cooling water temperatures
as CoolEdge does, this solution can regulate three discrete
water temperature values only, by allowing hot water only,
cold water only, and the mix of both the hot and cold water



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, MARCH 2023 9

Cooling demand LowHigh

Well-cooled

Cooling capacity LowHigh

Cooling demand LowHigh

Overcooled

Cooling capacity LowHigh

Cooling demand LowHigh

Cooling capacity LowHigh

Power capped

Combined with power capping

(a) CoolEdge always meets the cooling demand

(b) Combined with power capping, CoolEdge+ can largely meet 

the cooling demand although only three water temp. values are 

accessible

(a) CoolEdge always meets the cooling demand

Cooling demand LowHigh

Well-cooled

Cooling capacity LowHigh

Cooling demand LowHigh

Overcooled

Cooling capacity LowHigh

Cooling demand LowHigh

Cooling capacity LowHigh

Power capped

Combined with power capping

(a) CoolEdge always meets the cooling demand

(b) Combined with power capping, CoolEdge+ can largely meet 

the cooling demand although only three water temp. values are 

accessible

(b) Combined with the power capping approach, CoolEdge+

can largely meet the cooling demand though only three water
temperature values are accessible

Fig. 10: The cooling control mechanism of CoolEdge vs.
CoolEdge+.

in a fixed ratio. To avoid potential efficiency drop because
of over-cooling, we also integrate a service level objective-
aware (SLO-aware) power capping approach into the design.
By allowing limited performance degradation (e.g., 5%)
through power capping, the cooling demand can be reduced
slightly to match the cooling capacity provided by the
cooling water under one of the three possible temperatures.
Fig. 10 summarizes the difference in the cooling control
mechanism between CoolEdge and CoolEdge+. As shown
in Fig. 10b, leveraging the well-managed power capping
approach, CoolEdge+ could avoid over-cooling significantly
and thus achieves similar cooling efficiency as CoolEdge.

5.2 Semi-Fine-Grained Cooling Control

According to the above control mechanism, we present the
control details of CoolEdge+ here. In the offline phase, based
on the measurement results in Figs. 7 and 8, we build a
power model P = MP (Twater, Tsafe) for each hardware
type to estimate the maximum allowed power consumption
P under its safe operating temperature Tsafe when cooled
by the water at temperature Twater. Note that in the semi-
fine-grained cooling system with on/off valves only, all
components will share the same water flow rate, so we do
not consider the flow rate in the power model and regard
it as a fixed value. We define the ratio of the flow rates of
the hot water to the cold water as α, a hyperparameter that
influences the warm water temperature when mixing the hot
and cold water. We also build a latency model L = ML(P, i)
to obtain the processing latency of the i-th task type (e.g.,
deep neural network inference) under the power limit of P .

In the online phase, for each incoming request of the
i-th task type with the latency constraint of LSLO (Line 2),
the Centralized Controller first records its metadata (e.g.,
the task type i and the processing latency without power

Algorithm 1 Semi-fine-grained cooling control (CoolEdge+)

1: Initialize: the list R recording all the running tasks, the
temperature of the chiller water from the chiller Tcold, the
temperature of the hot water directly from the water tank
Thot, the ratio of the flow rates of the hot water to the cold
water α, the power model P = MP (Twater, Tsafe), and the
latency model L = ML(P, i).

2: while a request r of the i-th task type with the latency
constraint of LSLO arrives do

3: Record r in R;
4: Update Thot according to the temperature reading;
5: for Twater = Thot,

αThot+Tcold
α+1

, Tcold do
6: Estimate P = MP (Twater, Tsafe);
7: Estimate L = ML(P, i);
8: if L ≤ LSLO then
9: break;

10: end if
11: end for
12: Dispatch the request, and tune the valves and pumps

based on Twater ;
13: end while
14: for Every time period of length C do
15: Update Thot according to the temperature reading;
16: for r in R do
17: for Twater = Thot,

αThot+Tcold
α+1

, Tcold do
18: Estimate P = MP (Twater, Tsafe);
19: Estimate L = ML(P, i);
20: if L ≤ LSLO then
21: break;
22: end if
23: end for
24: Tune the valves and pumps based on all Twater ;
25: end for
26: end for

capping) and updates the temperature of the hot water in
the water tank Thot (Lines 3-4). Then, for each of the three
water temperature values in descending order, the Controller
will estimate the maximum allowed hardware power P and
the processing latency of the i-th task type under the power
limit of P (Lines 5-7). Once the processing latency is within
LSLO, the request will be scheduled, and the Centralized
Controller will send the cooling control commands to the
corresponding subController (Lines 8-12). Finally, to avoid
cooling failures when the hot water temperature rises as time
goes by, every C time period the Centralized Controller will
perform a global adjustment to all valves by repeating the
above cooling steps (Lines 14-26).

6 EVALUATION

In this section, we first introduce our well-established hard-
ware prototype. Based on the collected hardware profiles, we
then conduct extensive simulations with real-world traces to
evaluate CoolEdge and CoolEdge+ in terms of energy and
cost savings. Finally, we present our further experiments on
advanced vapor chamber-based cold plates.

6.1 Hardware Prototype

To verify the practicability of CoolEdge and CoolEdge+ and
collecting thermal profiles that are presented in Figs. 7, 8,
and 9, we build up a hotspot-relievable warm water cooling
prototype in a Dell Precision Tower 7910 Workstation [67],
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Fig. 11: Hardware prototype.

as illustrated in Fig. 11a. The cooling part contains Inner
Loop and Outer Loop. Inner Loop is composed of a water
tank, a pump, a flowmeter for monitoring the water flow
rate, and a thermosensor for monitoring the temperature of
inlet warm water from the water tank. Outer Loop consists
of a pump, a flowmeter, and a chiller for providing chilled
cold water. After mixing the hot water and cold water via
the valves, customized warm water is sent to each hardware
component. Fig. 11b shows the items in the server, including
an Intel Xeon E5-2680 v4 CPU, an Nvidia GeForce RTX 2080
Ti GPU, and four G.Skill DDR4 DRAMs. Note that to make
the illustration clear, we do not connect water pipes to all the
hardware components, and take the CPU as a representative.

6.2 Evaluation Setup
We perform two experiments to evaluate the performance of
CoolEdge (fine-grained, workload-agnostic) and CoolEdge+

(semi-fine-grained, workload-aware), respectively, with dif-
ferent traces.

Traces and workloads: As real-world edge datacenters
and edge traces are not accessible at the moment, to evaluate
CoolEdge and CoolEdge+ from the industrial perspective,
we use the hardware utilization trace from SURFsara [68] and
the workload trace from Alibaba PAI [69], respectively, to
simulate the energy usage. The SURFsara trace includes the
utilization or power information of 341 CPUs, 341 DRAMs,
and 57 GPUs for about 3 months. To make the trace conform
to the high-density and high-utilization characteristics of
edge servers, we regard each server as a 2-way server
and select the top-20 traces of CPUs, GPUs, and DRAMs
separately based on their highest utilization or power within
the selected 10 hours. That is, there are 10 servers considered
in the evaluation, each equipped with 2 CPUs, 2 GPUs,
and 2 DRAMs. Later Fig. 15 shows their utilization during
the 10 hours. The Alibaba PAI trace contains high-level
information of machine learning (ML) workloads during
two months in a cluster with 6,500 GPUs, such as the task
name, start time, and end time. We select the first seven
days of the trace in the simulation. As the trace does not
include the task type information, We divide the tasks into
ten groups manually according to the remainder of its job
name divided by 10, and assume that all the tasks in the
same group are ML inference tasks on the same ML model,
including ResNetV2-101, Inception, VGG16, EfficientNet-B3,
EfficientNet-B5, EfficientNet-B7, YOLOv3, UNet, Pix2Pix,
and XLNet. To build the power and latency models for each
ML model type (i.e., task type) as mentioned in Sec. 5.2,

we measure the average power consumption and inference
latency of these models on one GPU in our hardware
prototype under different power limits. The latency SLO
is randomly set to 1.01∼1.10× the inference latency without
power capping. As the ML workloads are scheduled to GPUs
only, we only consider cooling for GPUs when using this
trace to evaluate CoolEdge+.

Simulation methodology: In the datacenter-level simu-
lation, all the thermal profiles of CPU, GPU, and DRAM
required by the Centralized Controller are collected from the
hardware prototype. This would not influence the feasibility
and availability of the profiles considering the differences
between servers and workstations are irrelevant to the
water cooling efficiency [70]. We also take into account
necessary physical infrastructure of edge datacenters in the
simulation, including the length of pipes, and the sharing
of one centralized chiller and two pumps in Inner Loop
and Outer Loop. In addition to the cooling equipment,
fans are considered to maintain the ambient temperature
and improve the natural heat dissipation by increasing h.
Considering that their energy consumption is much lower
than the water cooling equipment, during the simulation,
the total energy consumption Etotal is only the summation
of the energy consumption of the centralized chiller Echiller

and two pumps Epump. The former can be calculated by
Echiller =

ρct(Thot−Tcold)
∑

i vcold,i
COPc

, and the latter can be
approximately calculated by Epump = 1.3674vt according
to our experimental results, where v =

∑
i vwarm,i is the

total flow rate of every water branch, and t is the time
slot. To validate the effectiveness of the fine-grained and
semi-fine-grained cooling solutions, we integrate the vapor
chambers in all the baselines in the simulation. Then, we
will present a brief analysis of energy and cost savings from
vapor chambers in the cost saving analysis.

Baselines: Since air cooling cannot meet the cooling
demands of edge datacenters, we consider three water
cooling baseline strategies as follows:

• Conventional coarse-grained water cooling system
(Coarse-grained): For this baseline, we set the global
water temperature and flow rate according to the
highest cooling demand of all the components.

• State-of-the-art TEC-based water cooling system
(TEC): Jiang et al. [13] equip each CPU with a TEC
in a datacenter. Since this solution is infeasible in
a heterogeneous edge datacenter as discussed in
Sec. 2.3, we only consider cooling for CPUs in the
comparison, and suppose there are two CPUs in
each server. We use ETEC to indicate the energy
consumption of TECs.

• Coarse-grained water cooling system with SLO-aware
power capping (ATAC): ATAC [71] proposes a dy-
namic power capping solution to reduce cooling
energy consumption by turning down power usage
of hotspot components in an air-cooled datacenters.
We apply this power capping solution to the water
cooling system and control the number of tasks with
a latency increase of more than 5% to be between 20%
and 40% after capping the power. After that, we set
the global cooling setting according to the highest
cooling demand of all the components.
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The first two baselines are workload-agnostic while the
last one requires workload information. Thus, we compare
CoolEdge with the Coarse-grained and TEC baselines only,
and compare CoolEdge+ with the Coarse-grained and ATAC
baselines as well as CoolEdge.

Parameter settings: As prolonged operation at near
MOT may degrade performance and shorten hardware
lifespan [19], [72], for the CPU, we set the safe operating
temperature as 90% of its MOT, while for the GPU, the
value is set as 85% and 70% of its MOT when evaluating
CoolEdge and CoolEdge+, respectively, because of its higher
temperature variation rate as shown in Fig. 3 and thus higher
probability of overheating. As for the DRAM, the value is
set at a lower level to maintain high reliability [35]. All the
safe operating temperatures and other parameters are listed
in Table 2 and Table 3, respectively. Note that the ambient
temperature is set to 35°C when evaluating CoolEdge+, as
the Alibaba PAI trace is collected in summer [69].

TABLE 2: Safe operating temperature of hardware

Hardware type CPU GPU DRAM
Safe operating temperature (°C) 77 76/62 43

TABLE 3: Other parameters

Parameter h COPc Ambient temperature

Value 10 W/m2°C [73] 3.6 [74] 20°C/35°C

6.3 Evaluation on CoolEdge with the Utilization Trace
We analyze the simulation results of CoolEdge (applying
the HDO or CPO strategy) and two baseline strategies of
Coarse-grained and TEC from several aspects as follows.

Total cooling energy consumption: As shown in Fig. 12a,
the HDO and CPO strategies reduce the cooling energy
by 49.57% and 60.08%, respectively, as compared to the
Coarse-grained strategy. HDO and CPO strategies also reduce
the partial power usage effectiveness (pPUE)2 from 1.17
achieved by the Coarse-grained strategy to 1.09 and 1.07,
respectively. It should be noted that although some recent
cloud datacenters have achieved a low PUE thanks to
the ideal climate and/or well-designed cooling techniques,
the PUE of edge datacenters is typically close to 2 [75]
owing to the critical challenges introduced in Sec. 2. For
the results under the CPU trace, as plotted in Fig. 12b, the
proposed strategies reduce up to 81.81% and 71.92% of the
cooling energy, respectively, as compared with the Coarse-
grained strategy and TEC strategy. The pPUE of the HDO,
CPO, TEC, and Coarse-grained strategies are 1.05, 1.02, 1.10,
and 1.06, respectively. In both figures, the CPO strategy
consumes less cooling energy than the HDO strategy. On
the one hand, the CPO strategy has a slightly higher Epump

since it does not optimize Epump. On the other hand, the
CPO strategy reduces Echiller considerably as it aims at
minimizing the amount of required chilled water. Note that
in the following analysis of energy consumption patterns and
hotspot elimination, we consider the heterogeneous system
under all the traces and compare the proposed strategies
with only the Coarse-grained strategy.

2. The pPUE is defined as (IT hardware energy + cooling energy) / IT
hardware energy [13].

(a) Under all the traces (b) Under only the CPU trace

Fig. 12: Total cooling energy consumption.

Fig. 13: Cooling energy consumption patterns.

Cooling energy consumption patterns: Fig. 13 depicts the
total IT hardware power and the cooling energy consumption
patterns of HDO, CPO, and Coarse-grained strategies. As we
can see, both Echiller and Epump increase synchronously
when the IT hardware power boosts, such as time = 1,800
and time = 2,200, because more chilled water has to be
pumped to cool hardware components with higher power
consumption and thus higher temperature. Compared with
the HDC and CPO strategies, the Coarse-grained strategy
incurs much more cooling energy fluctuation since it needs
to consume substantial extra energy to eliminate even one
hotspot in each period. The higher peak cooling demand
usually means a higher capital expenditure of the chiller,
which will be discussed in later cost saving analysis.

Hotspot elimination for heterogeneous hardware: The
cumulative distribution functions (CDFs) of the maximum
temperatures in each period of CPUs, GPUs, and DRAMs are
plotted in Fig. 14 separately, and Fig. 15 plots their utilization
patterns during the 10 hours. As we can see, the utilization of
CPUs remains low almost all the time except for the No. 17
CPU, whose utilization exceeds 80% about half the time. By
contrast, a large proportion of GPUs and DRAMs run close
at their maximum utilization frequently and thus there are
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Fig. 14: CDFs of the maximum hardware temperature (the gray vertical lines represent safe operating temperatures).
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Fig. 15: Utilization patterns of CPUs, GPUs, and DRAMs.

TABLE 4: Cost saving calculation (unit: $/(server×year))

Description TEC CoolEdge

ExCapEx
TEC 0.4 Valve 18.0

Copper plate 0.2 Vapor chamber 1.0
Additional cold plate 2.1 Copper baseplate -0.2

ChiSav 1.25 5.32
EnerSav 2.68 35.44
CoSav 1.23 21.96

several hotspots in each period. That is why the maximum
temperatures of GPUs and DRAMs remain high almost all
the time. In conclusion, as plotted in Fig. 14, although the
maximum temperatures get higher by applying the proposed
strategies as compared with the Coarse-grained strategy, no
hardware component is overheated.

Cost saving analysis: Here, we estimate the cost savings
from CoolEdge and the TEC strategy as compared with
the Coarse-grained strategy. We consider extra capital ex-
penditures (ExCapEx), capital expenditure savings of the
chiller (ChiSav), and cooling energy savings (EnerSav) in
the analysis. ExCapEx mainly depends on the additions
and can be calculated according to their purchase prices
and lifespans [13], [48], [50], [55], [76], [77]. Note that
the price of valves is irrelevant to hardware components,
and the price of vapor chambers is mainly determined
by the component size. Hence, these hardware prototype-
based calculation results can reflect the actual ExCapEx
for servers. Since the price of the chiller is mainly deter-
mined by its cooling capacity [16], ChiSav can be calculated
by the peak cooling energy consumption as depicted in
Fig. 13. As for EnerSav, it can be calculated from Fig. 12,
where the electricity price for industrial consumers is about
15 cents/kWh [78]. Ultimately, Cost Savings (CoSav) can be
calculated by ChiSav + EnerSav − ExCapEx. Based on the

Fig. 16: Total cooling energy consumption.

experimental results shown in later Fig. 23 in Appendix A,
as the CPU temperature is reduced by 4.36°C on average
through integrating the vapor chambers, EnerSav and CoSav
can be further improved by 4.5% and 3.5%, respectively [79].
All the calculation results are listed in Table 4. According to
the estimation, for 2,000 small-scale edge datacenters (each
equipped with 80 servers) in a city [80], [81], [82], the cost
savings of the TEC strategy is about $196,800/year, while
CoolEdge can save up to $3,513,600/year, 17.85× as much
as the TEC strategy, showing the great potential to widely
deploy CoolEdge. Besides, the TEC strategy is designed for
homogeneous datacenters only, while CoolEdge can handle
heterogeneity with good generalizability.

6.4 Evaluation on CoolEdge+ with the Workload Trace

We analyze the simulation results of CoolEdge+, CoolEdge,
and two baseline strategies of Coarse-grained and ATAC from
several aspects as follows.

Energy and cost savings: As shown in Fig. 16, CoolEdge+

and CoolEdge reduce the cooling energy usage by 27.19%
and 28.05%, respectively, as compared with the Coarse-
grained strategy. The ATAC strategy lowers the cooling
energy slightly by 1.30% than the Coarse-grained strat-
egy at the expense of hardware performance. Similar to
the discussion in Sec. 6.3, CoSav can be calculated by
ChiSav + EnerSav − ExCapEx. Based on the purchase prices
and lifespans of valves [48], [49], [77], the electricity price [78],
and the demand on cooling capacity of the chiller [16], the
calculation results are summarized in Table 5. As we can
see, CoolEdge+ further improves the cost savings by 35.24%
than CoolEdge. For 2,000 small-scale edge datacenters (each
equipped with 80 servers) in a city [80], [81], [82], the cost
savings brought by CoolEdge+ can reach $3,598,400/year.

Computing performance: Fig. 17 plots the inference
latency increase of all tasks as compared to the inference
latency without power capping, and Fig. 18 plots the CDF
of the inference latency to its SLO constraint. Although
CoolEdge+ increases the inference latency by a ratio of
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TABLE 5: Cost saving calculation (unit: $/(server×year))

Description ATAC CoolEdge CoolEdge+

ExCapEx 0 Proportional
valve 12.00 On/off

valve 5.79

ChiSav 0.68 17.33 17.32
EnerSav 0.53 11.30 10.96
CoSav 1.21 16.63 22.49

Fig. 17: The inference latency
increase.

Fig. 18: The CDF of SLO satis-
faction with CoolEdge+.

1∼1.09 and by 1.02 on average, the latency is still within the
SLO constraint. By comparison, the ATAC strategy increases
the latency by 1.03 on average based on the cooling setup
presented in Section 6.2. It is worth noting that CoolEdge+

provides the ability to balance the computing performance
and cooling energy usage by setting different SLOs, as
illustrated by the bar filled with diagonal stripes in Fig. 10.

Comparison with the results using the utilization trace:
As compared with the experimental results in Sec. 6.3, the
energy and cost savings are lower here for the following
reasons. First, we only consider one hardware type (i.e.,
GPU) as the workload trace only contains ML workloads that
relies on GPUs, which results in smaller power consumption
variation among components and a smaller number of
hardware components per server considered in the cost
saving calculation. Second, we do not consider the detailed
power fluctuation while a task is running, since the workload
trace does not include such information. Instead, we use
the average power consumption value of an ML inference
execution to determine the cooling demand. Both the above
two reasons will diminish CoolEdge’s and CoolEdge+’s
advantages in alleviating hotspots. Third, we do not consider
adjusting the water flow rate for fair comparison between
CoolEdge and CoolEdge+ where the water flow rate of each
branch should be equal when using on/off valves, which
disables the component-level adjustment to the flow rate.
Concerning the above reasons, we have revealed the lower
bound of CoolEdge+ in saving energy and costs.

Comparison between CoolEdge and CoolEdge+: Accord-
ing to the aforementioned results, we can see that CoolEdge+

achieves comparable energy savings as CoolEdge while
reducing the CapEx of valves by over half, thus increasing the
cost savings by near one million dollars every year for a city.
However, the main concern of CoolEdge+ is the degraded
computing performance. Specifically, CoolEdge+ is able to
satisfy all SLO constraints on condition that the computing
performance is allowed to degrade slightly. Otherwise,
CoolEdge+ will behave much worse than CoolEdge in
avoiding over-cooling and improving cooling efficiency, as
depicted in Fig. 10. Therefore, CoolEdge+ is not suitable for
edge datacenters with extreme performance requirements

(a) The appearance (b) The fin structure

Fig. 19: Our newly developed cold plate.

Fig. 20: CPU temperature under different cold plates, utiliza-
tion, water temperature, and flow rate.

where the processing latency should be reduced as much
as possible, and thus the power capping approach is not
feasible. In conclusion, the selection between CoolEdge and
CoolEdge+ is highly dependent on the workloads supported
by the edge datacenters.

6.5 Further Experiments on Advanced Vapor Chamber-
Based Cold Plates

Attracted by the characteristics of vapor chambers introduced
in Sec. 3.3, we further develop a customized, fully integrated
vapor chamber-based cold plate with an internal fin structure,
as shown in Fig. 19. We perform several experiments using
the same setup as in Sec. 3.3 to compare the newly developed
vapor chamber-based cold plate (VC) with the commonly
used cold plate (CC), both of which include the internal
fin structure. The results demonstrate the following three
characteristics that are promising to edge datacenters.

Reducing the overall hardware temperature: Fig. 20
shows the overall CPU temperature, where the horizontal
line indicates MOT (i.e., 86°C), and CC, 20, 30 refers to
using the commonly used cold plate under the inlet water
temperature of 20°C and flow rate of 30L/h. We can see that
VC outperforms CC, especially when the CPU utilization and
inlet water temperature get high. For example, when the CPU
utilization and inlet water temperature are 100% and 50°C,
respectively, the CPU temperature difference reaches 9°C.
This characteristic helps narrow the temperature difference
between hotspot components and others, especially for high-
powered hardware components and in the scope of warm wa-
ter cooling, saving the cooling energy for dispersing hotspots.
As the TDP of modern server components continues to
increase (e.g., 700 W of the Nvidia H100 GPU), we think
that VC could play a key role in datacenter cooling.

Smoothing the temperature distribution spatially:
Fig. 21 plots the core temperature distribution under various
cooling conditions and utilization patterns. Across these
eight settings, VC reduces the median and the maximum
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Fig. 21: The CPU core temperature distribution under various cooling conditions and utilization patterns. The first number
in the title of each subfigure denotes the water temperature (°C), and the second number denotes the number of tested cores.
The tested cores are kept at 100% utilization, and the rest remain 0%.

(a) At time = 11.6 s, the CPU utilization grows from 0% to 100%

(b) The CPU utilization grows from 0% to 100% at time = 3.6 s,
to 20% at time = 9.3 s, to 80% at time = 15.0 s, and finally, to
40% at time = 23.2 s

Fig. 22: CPU temperature variation as utilization varies.

core temperature by 1°C∼7°C and 1°C∼5°C, respectively,
as compared with CC. Also, the standard deviation drops
from 2.38°C∼5.99°C to 2.08°C∼4.73°C after using VC. This
characteristic brings two benefits. (1) Hardware safety: VC
helps reduce the probability of local overheating inside a
component automatically, especially when the component
is partially utilized. This improves hardware safety and
lifespans since there cannot be thermosensors everywhere
inside the component to monitor local temperatures. (2) Cool-
ing energy usage: VC helps reduce the maximum core
temperature that usually determines the cooling demand.
The cooling energy for dealing with hotspots can be reduced,
especially in the existing coarse-grained cooling system.

Smoothing the temperature variation temporally: Fig. 22
plots the CPU temperature variation as the utilization varies.
As we can see, the CPU temperature varies more smoothly
when using VC rather than CC. For example, as shown
in Fig. 22a, when the water temperature is 50°C, it takes
1.0 s and 2.9 s for the CPU temperature to reach 70°C with
CC and VC, respectively. This characteristic helps slow
down the instantaneous hardware temperature rise in face
of the cooling lag and thus improves hardware safety,
especially for high-powered hardware components running
edge workloads with high utilization variation [9].

7 RELATED WORK

Warm water cooling: Warm water cooling has been utilized
by many works to reduce cooling costs [13], [14], [83],
[84], [85], [86], [87]. Jiang et al. [13] propose a fine-grained
warm water cooling solution that eliminates hotspots with
TECs. However, as discussed in Sec. 2.3, there exist several
limitations when dealing with high density and heterogeneity
of edge datacenters. By contrast, CoolEdge provides general
cooling supports for heterogeneous hardware components.
Considering the limited space inside high-density servers,
our newly-designed cold plates can directly replace original
ones and all valves can be easily installed outside servers.
Zhu et al. [14] illustrate another benefit of warm water
cooling that the waste heat can be not only used for district
heating, but also turned into electricity with thermoelectric
generators. To the best of our knowledge, we are the first
to theoretically analyze and formulate the profit of warm
water cooling, and adopt it into edge datacenters with strict
requirements and critical challenges.

Immersion cooling: Nowadays, immersion cooling has
emerged as an efficient water cooling technique to hold a
higher power density [88], [89]. Sugon has exhibited its newly
designed two-phase immersion cooling server at Supercom-
puting 2018 [90]. As compared with direct-to-chip cooling,
immersion cooling can reduce PUE further, and eliminate the
use of cold plates and the corresponding engineering costs to
design a new cold plate when the physical structure of new
hardware components changes. However, there are still some
technical problems of immersion cooling that may prevent
its adoption in edge datacenters. Firstly, due to the strict
requirements of fluid, such as high thermal conductivity, low
electrical conductivity, fixed boiling point, etc., the fluid cost
is much higher than direct-to-chip cooling [91]. Secondly,
highly sealed sleds and stable gas pressure are necessary
to ensure safety, which increases the tank cost. Thirdly,
immersion cooling usually occupies more space since racks
are usually placed horizontally rather than vertically [92],
worsening the problem of land scarcity at the edge. Last but
not least, immersion cooling may be over qualified in most
cases at present [92], where the cheaper direct-to-chip cooling
probably fits better.

Vapor chamber solutions: Several studies propose to use
vapor chambers to cool heat sources like processors. Tsai et
al. [93] and Liu et al. [94] focus on the structures (e.g., flow
mechanism) and properties (e.g., thermal resistance) of vapor
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chambers, and the influencing factors in heat conduction
like installation orientations. Parhizi et al. [95] and Yuan
et al. [96] evaluate the performance of vapor chambers by
developing simulation models. Different from these studies,
our work digs into thermal specifications of real hardware
components used in datacenters. To our best knowledge, we
are the first to integrate the vapor chamber into the cold plate
which dissipates heat from server hardware components in a
practical and cost-effective manner.

Power and thermal management in datacenters: Due
to the rapid growth of cloud and edge computing, Internet
of things, deep learning, etc., the power consumption of IT
and cooling equipment in datacenters increases dramatically
in recent years [97], [98]. To improve the overall efficiency,
many works pay close attention to power and thermal man-
agement in datacenters, such as workload management [99],
[100], [101], [102], [103], [104], [105], [106], [107], hotspot
elimination [13], [35], [71], underprovisioning [28], [108],
heat harvesting [14], [109], [110], and demand response [111],
[112]. In this section, we summarize some closely related
works on the hotspot issue and/or cooling efficiency. Liu
et al. [35] notice that the DRAM temperature can rise to
alarming 95°C in a high-performance computing IT system.
To avoid throttling and maintain high performance, they
propose three schemes to reduce peak temperature and
temperature variation in an air-cooled datacenter. Zhou et
al. [101] develop a power management framework to save
CPU power with the dynamic voltage and frequency scaling
technique. Instead of a single hardware type, other works
focus on the whole datacenter infrastructure including the
cooling system. Intel [103] devises a scheme of improving
the ambient temperature in a low-power-density air-cooled
datacenter to increase cooling efficiency. Ran et al. [100]
propose a deep reinforcement learning based framework to
schedule CPU jobs and adjust airflow for saving cooling
energy while reducing hotspots. However, these works
mainly focus on either power and thermal management
of IT hardware components, or system-level cooling control
in a homogeneous cloud datacenter, while our work enables
component-level cooling control tailored to high-density and
heterogeneous edge datacenters.

This work significantly extends the preliminary
work [113]. First, to reduce the cooling complexity of
CoolEdge, we further propose a semi-fine-grained cooling
solution named CoolEdge+. It leverages simpler but less
flexible valves to achieve the component-level cooling control.
Although only certain inlet water temperature values are
accessible in this case, CoolEdge+ could still reduce over-
cooling significantly by employing an SLO-aware power
capping approach. Then, we further develop a customized,
fully integrated vapor chamber-based cold plate to improve
the effectiveness of dispersing heat and smoothing the
temperature distribution. Finally, we add several experiments
to evaluate the effectiveness of the extensions. In particular,
we evaluate CoolEdge+ with a new real-world trace and
compare it with CoolEdge and an additional baseline.

8 CONCLUDING REMARKS

In this paper, we provide two water cooling solutions
CoolEdge and CoolEdge+ for owner-operated edge dat-

acenters. For chip-level hotspots, both of them integrate
the vapor chamber into the commonly used cold plate; for
hardware-level hotspots, CoolEdge achieves fine-grained
cooling control through the customized mix of hot and
chilled water, while CoolEdge+ reduces it to semi-fine-
grained cooling control with low capital expenditures but
incurs minor performance penalty. The evaluation results
indicate that CoolEdge saves the cooling energy by 81.81%
and 71.92%, respectively, compared with the conventional
and state-of-the-art water cooling systems, and CoolEdge+

achieves comparable cooling efficiency improvement as
CoolEdge but saves 35.24% more costs. For a city with 2,000
edge datacenters, CoolEdge+ can deliver $3,598,400 of cost
savings yearly based on our estimation. It is worth noting
that these cooling solutions are also applicable to cloud
datacenters although their requirements are less stringent.

APPENDIX A
MEASUREMENT RESULTS ON THE CPU TEMPERA-
TURE WITH DIFFERENT COLD PLATES

To verify the effectiveness of our approach to the integration
of vapor chambers, we conduct some experiments to reveal
the impact on CPU temperature of the commonly used cold
plate (CC) and two cold plates leveraging aforementioned
integration approaches discussed in Sec. 3.3. One approach
is attaching the vapor chamber to the commonly used
cold plate directly (VC-CC) and the other is replacing its
baseplate with the vapor chamber (VC, our approach).
The results are plotted in Fig. 233, where the horizontal
line indicates MOT (i.e., 86°C), and CC, 30, 120 refers to
using the commonly used cold plate under the inlet water
temperature of 30°C and flow rate of 120L/h. We can see
that VC outperforms the others, especially when the CPU
utilization and inlet water temperature get high. For selecting
a cost-effective vapor chamber for the integration, we also
test vapor chambers with different materials (copper and
aluminum) and thicknesses under various load and cooling
conditions (e.g., hardware utilization, water temperature,
flow rate, etc.).

Fig. 23: CPU temperature under different cold plates, utiliza-
tion, water temperature, and flow rate.

3. The details of the CPU are presented in Section 6.1.
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APPENDIX B
DETAILED DISCUSSION ON THE NATURAL HEAT
DISSIPATION

To derive Proposition 1, we consider a hollow-cylinder
pipe of length L and thermal conductivity λ. ri, ro, Ti,
and To denote the inner radius, outer radius, inner surface
temperature, and outer surface temperature, respectively. For
steady-state heat conduction, the problem can be formulated
as L

r
d
dr (r

dT
dr ) = 0 [114]. By applying the boundary conditions

T |r=ri = Ti and T |r=ro = To, temperature distribution
along the radial direction is given by Tr = Ti − Ti−To

ln( ro
ri

) ln(
r
ri
).

Based on Fourier’s law of heat conduction [59] and Newton’s
law of cooling [60], the dissipated heat P (in Watts) through
the pipe is expressed by:

P = (Ti − To)

/(
ln( rori )

2πλL
+

1

2πhroL

)
. (5)

Eq. (5) assumes that the water temperature along the
axis remains unchanged. To obtain a more accurate solu-
tion, we further adopt the infinitesimal calculus approach.
Specifically, one water element with length dl is consid-
ered, whose initial temperature is Ti (i.e., the inlet water
temperature of the pipe). Based on Eq. (5), the dissipated
heat through the pipe in a time slot dt can be obtained by

Qdiss = Pdt = (Ti − To)/(
ln ro

ri

2πλdl +
1

2πhrodl
)dt. According to

the law of conservation of energy [65], Qdiss equals to the
heat loss of the water Qloss = −cπri

2ρdl · dT , where ρ and
c are the density and specific heat capacity of the water,
respectively, and dT denotes the temperature reduction
within dt. Hence, we have:

(T − To)

/(
ln ro

ri

2πλdl
+

1

2πhrodl

)
dt = −cπri

2ρdl · dT

⇔ dT

dt
+

1

cr2i ρ(
ln( ro

ri
)

2λ + 1
2hro

)
T =

1

cr2i ρ(
ln( ro

ri
)

2λ + 1
2hro

)
To.

By defining α = π/
( ln( ro

ri
)

2λ + 1
2hro

)
, we have Tv,l = (Ti −

To)e
− α

cρv l +To, where Tv,l refers to the water temperature at
a distance of l from the inlet when the flow rate is v. Hence,
we can obtain the dissipated heat through the pipe with
Eq. (5):

P =

∫
l

dP = cρv(Ti − To)(1− exp(− α

cρv
L)). (6)

To verify the accuracy of Eq. (6), we use Fluent soft-
ware [63] to simulate the process of heat dissipation through
pipes. We choose a 1-meter copper pipe whose inner radius,
outer radius, and thermal conductivity are 4mm, 5mm,
and 401 W/m°C, respectively. The ambient temperature is
assumed to be stable at 20°C. From the results in Fig. 6, we
find that the estimation of the dissipated heat is generally
accurate, while there is still an estimation error of at most
8.4% when Ti and h are high. The main reason is that we do
not consider the water temperature distribution along the
radius direction though it is generally uniform. Here, we use
an attenuation factor β = (1− 0.0008h) exp(− 1

26.5σ+5.2 ) to
represent this effect, where h ≤ 100 W/m2°C and the water
velocity σ ≤ 1 m/s.
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