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Datacenters are major energy consumers and dissipate an enormous amount of waste heat. Simple outdoor

discharging of datacenter heat is energy-consuming and environmental unfriendly. By harvesting datacenter

waste heat and selling to the district heating system (DHS), both energy cost compensation and environment

protection can be achieved. To realize such benefits in practice, an efficient market mechanism is required

to incentivize the participation of datacenters. This work proposes CloudHeat, an online reverse auction

mechanism for the DHS to solicit heat bids from datacenters. To minimize long-term social operational cost

of the DHS and the datacenters, we apply a RFHC approach for decomposing the long-term problem into

a series of one-round auctions, guaranteeing a small loss in competitive ratio. The one-round optimization

is still NP-hard, and we employ a randomized auction framework to simultaneously guarantee truthfulness,

polynomial running time, and an approximation ratio of 2. The performance of CloudHeat is validated through
theoretical analysis and trace-driven simulation studies.
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1 INTRODUCTION
Datacenters are among major energy consumers today around the world. In the U.S. alone, energy

consumption by datacenters reached 91 million kWh in 2013 [31]. A massive amount of electricity

flows through the IT infrastructure, and is finally transformed into thermal energy, discharged

in the form of hot air or water. Such direct dissipation of waste heat is sometimes harmful to

the environment (e.g., hot water from a datacenter in Munich, German reportedly interfered the

breeding of fish [6]). Furthermore, the heat removal process is also energy-consuming and can

consume 12% of the total datacenter energy [4].

The sheer volume of energy consumption and waste heat from datacenters have been subject

to negative views and criticisms. A subtle change to the picture recently emerged — the massive

waste heat at datacenters can be turned into an opportunity, for residential and commercial heating.

Specifically, the huge volume of waste heat produced by datacenters is now viewed as a valuable

heat source, making datacenters an integral component of district heating systems (DHSs) widely

established in many cold regions of the world.

Datacenter heat harvesting creates a sustainable “win-win” practice: datacenters cut cooling

cost and reduce heat dissipation into the environment, while the DHS can (partially) meet its heat

demand by harvesting datacenter heat at a modest cost. The inclusion of datacenters into the DHS

is beyond a mere conception; it has witnessed pilot projects in various regions of the world, as

attested to by the recent numerous installation sites [45].

While the popularity continues to grow, datacenter heat recovery has received very little attention

from the research community and has not been well understood. In fact, datacenters currently

contribute to DHS by passively and myopically producing heat, without taking into account the
actual heat demand at runtime or the other datacenters’ heat production. While simple market

mechanisms exist today, they fail to balance datacenter heat supply and heat demand at runtime.

For example, the open district heating project initiated by Fortum purchases heat from datacenters

at market prices [29]. Hence, to balance supply and demand, the DHS manager must accurately

predict datacenters’ heat supply before setting price, but datacenters may not be controlled by

the DHS manager and they have highly dynamic energy consumption incurred by the energy

proportionality and varying workload. Thus, predictions of heat supply from datacenters are

inaccurate and unreliable. Contract based mechanisms reserve heat supply from datacenters, and

may work for long-term capacity planning. Yet they cannot accurately reflect the real-time DHS

operating condition. For these reasons, the current practice of uncoordinated datacenter heat

recovery is highly inefficient and results in frequent mismatches between heat supply and demand

(or the desired level of supply). This mismatch leads to insufficient datacenter heat supplies and

forces the DHS to resort to other more costly heat sources.

To meet the heat demand at a low cost through coordinated datacenter heat harvesting, we

propose a novel market design, CloudHeat, based on reverse auction mechanisms. With CloudHeat,
each datacenter first voluntarily submits its bid, i.e., the amount of available heat and the operational

cost of recovering such amount of heat to the DHS. If it wins this bid, the DHS pays it no less than

the declared cost. Nonetheless, the market design in CloudHeat is rather challenging: datacenters
are naturally self-interested and may not truthfully reveal their costs to the DHS. Furthermore,
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Fig. 1. The estimated heat demand of 50,000 residential homes (each with 1700 square-feet) at three selected
locations in the U.S., and the peak-hour heat capacity of colocation datacenters with typical PUE = 1.5

[36, 55].

CloudHeat must work in an online fashion, given the time-varying operational environments and

the heterogeneous heat sources in the heat harvesting market. A general auction mechanism such

as Vickrey-Clarke-Groves (VCG) [9, 28, 57] becomes computationally prohibitive. To address these

challenges, we apply the RFHC [62] sub-framework to decompose the long-term optimization into

a series of one-round auction problems. In each round, the randomized auction sub-framework

and primal-dual algorithm are leveraged to ensure CloudHeat’s computational efficiency and

truthfulness in expectation, with a small approximation ratio of 2 in social cost. The overall

competitive ratio of the resulting online auction framework is bounded by (2 +
2β

(w+1)α ), i.e., the

social operational cost obtained by CloudHeat is at most (2 +
2β

(w+1)α ) times the optimal social

operational cost in offline setting, where w is the length of look-ahead window and α , β are

system-dependent parameters.

In the rest of the paper, we first present the background for datacenter heat harvesting in Sec. 2,

and formulate the market design in Sec. 3. Sec. 4 and Sec. 5 present the online algorithm sub-

framework and the single round auction algorithm, respectively. Simulations are presented in Sec.

6, related works are discussed in Sec. 7, and Sec. 8 concludes the paper.

2 BACKGROUND
In this section, we provide some background information to facilitate the readers’ understanding of

datacenter heat harvesting. It will highlight the potential market size for datacenter heat harvesting,

remarkable progress in the engineering domain as well as the necessity of designing an efficient

market for datacenters’ participation in heat recovery.

Is it available to warm buildings by datacenter heat? Firstly, datacenter heat is highly

available and reliable: even during natural disasters, datacenters can still operate seamlessly due

to their on-site backup power and strong physical protection, thus continuously producing heat.

Further, the amount of datacenter heat is abundant and increasing. More concretely, Fig. 1 plots

the comparison between the average hourly heat load of 50,000 homes and the peak-hour heat

capacity
1
of the commercial colocation datacenters registered in [11], at three U.S. cities. It clearly

demonstrates that, even without considering micro datacenters distributed ubiquitously, the heating

capacity of only large commercial datacenters can satisfy a large portion of the total heat demand.

1
In this work, we consider the power consumed by IT equipment is totally converted to heat and can be removed [49].
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Fig. 2. A brief illustration of heat recovery in an air-cooled typical datacenter.

Is it feasible to harvest heat from the datacenter? Datacenter heat harvesting for district

heating involves two key aspects, the first is to recover heat that satisfies the quality requirement

of district heating, and the second is the transition of recovered heat from datacenters to the DHS.

Note that the power consumed by IT infrastructures is the most important part of datacenter’s

power consumption [56], and almost all the IT power consumption is converted to heat. Although

some running non-IT infrastructures can also produce heat, datacenter heat harvesting is utilized

to recover waste heat produced by IT equipment (e.g., servers and switches), rather than non-

IT infrastructures. In our work, we only focus on those waste heat produced by IT equipment.

Furthermore, as the improvement in cooling efficiency focuses on reducing cooling power which

belongs to the energy used by non-IT infrastructures, the amount of waste heat produced by IT

equipment will not be affected.

For the first aspect, Fig. 2 illustrates heat recovery cycling in a typical air-cooled datacenter. The

cooled air stems from the computer room air conditioning, first goes through the cold aisle, rises

from the perforated floor, and flows through the racks where it picks up heat. The warm air then

exits the rear of the racks and returns to the computer room air conditioning. The heat harvested

by the computer room air conditioning is exchanged to the chiller outside the server room through

the medium of water or air, and finally taken away by chilled water. However, the warm chilled

water can not be directly fed to the DHSs, since its temperature is generally lower than 35℃ and

inappropriate for district heating [18]. To enable heat harvesting for district heating, additional

heat recovery units, such as industrial heat pumps are required to boost the return water (40℃) of

the heating network to about 70℃ [3]. Currently, heat pumps specified for datacenter heat recovery

have emerged in the market, for example, 3 heat pumps with a total heating capacity of 1.6MWwas

connected in series to recovery the heat from the Bahnhof Thule datacenter in central Stockholm

[23]. Furthermore, when district heating is not required (e.g., at hot days), then the heat recovery

units can be shut down, and the hot water out of the chiller can be circulated to the cooling tower

which is typically deployed in datacenters.

We should note that for the emerging liquid-cooled datacenter, the above paradigm for heat

recovery is still applicable, and the only difference from air cooling is that the sever heat is absorbed

by liquid but not air. Specifically, for liquid-cooled system with cold plate, water passes through

a sealed liquid path to the cold plate which touches server components (mainly CPU, GPU, and

memory) closely, and then water picks up heat and exits the server [40]. For immersion liquid-cooled
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Fig. 3. The coverage of 4 district heating areas and the distribution of 12 colocation datacenters in the
Greater Copenhagen. The transmission pipelines transmit 9.72 × 106 MWh of annual heat generated by CHP
(combined heat and power) stations and incineration plants to serve 1.2 million citizens [11, 46].

system, the entire server is immersed in tailor-made liquid for cooling [51]. Like air-cooled system,

the heat harvested by liquid is also exchanged to a chiller. Compared with air-cooled datacenter,

these advance cooling techniques can increase the potential benefits of datacenter heat harvesting.

For example, warm water is allowed to cool IT equipment in some advanced cooling systems

[40]. When raising the temperature of feed water (which is used to pick up heat), the temperature

of return water (which has picked up heat) will increase as well as the recovery efficiency and

potential benefits, since less power will be used to boost the temperature of return water. In Sec. 6,

we will discuss the influence of recovery efficiency on heat harvesting detailedly.

For feasibility of transmitting recovered heat from datacenters to the DHS, unlike many owner-

operated datacenters (e.g., Google) in rural areas, the colocation datacenter
2
is a larger sector

(over 40% [31]) and mostly locates in the densely-populated metropolitan area. In the U.S. alone,

there are already nearly 2,000 large colocation datacenters, accounting for as five times the energy

consumption as Google-type datacenters [53]. And in Europe, the number of colocation datacenter

is about 1,500 [11]. These colocation datacenters in metropolis can be readily connected to the

DHS. To further demonstrate the feasibility, we plot the coverage and pipelines of the 4 DHSs

that serve the Greater Copenhagen, together with the colocation datacenters within this area, as

shown in Fig. 3. A large proportion (8 out of 12) of the colocation datacenters are located within

the coverage of DHSs [11, 46]. Moreover, all the colocation datacenters are located very close to

the pipelines that transmit the heat, with a distance of at most 2.2 km. These observations indicate

that in the Greater Copenhagen, datacenter waste heat can directly serve the nearby area or be

readily transmitted into the DHS pipelines, without requiring much CapEx which is dominated by

the distance and we will further discuss next.

How big is the market? Though datacenter heat recovery for district heating has been proved

to be feasible, we acknowledge that it has only emerged recently in certain areas like Stockholm

[45]. Nonetheless, there is potentially a large market of datacenter heat harvesting. To see this

point, we study the weather conditions in metropolitans that have the largest amount of colocation

datacenters, in America, Europe, and Asia, as shown in Table 1. From the weather data of Typical

2
The colocation datacenter is a type of datacenter whose physical space can be rent by tenants to house their servers in a

shared building.
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Table 1. The weather conditions of metropolitans with large amount of colocation datacenters [11, 17, 20, 21,
24, 54].

Locations ⩽ 19℃ ⩽ 12℃ # of the colocation datacenter Deployed DHSs

New York, US 69.44% 50.35% 48 ✓
Seattle, US 90.97% 53.82% 41 ✓

San Francisco, US 91.32% 32.64% 18 ✓
Toronto, CA 85.76% 61.81% 39 ✓
London, UK 93.75% 64.58% 71 ✓
Frankfurt, DE 89.24% 57.64% 51 ✓

Copenhagen, DK 96.18% 69.10% 14 ✓
Stockholm, SE 97.92% 70.14% 28 ✓
Tokyo, JP 69.10% 46.18% 24 ✓

Hong Kong, CN 29.17% 0.00% 47 ×

Singapore, SG 0.00% 0.00% 22 ×

Los Angeles, US 75.00% 8.33% 62 ×

Houston, US 42.01% 5.36% 35 ×

The air temperature conditions, 19℃ and 12℃, are in line with the typical base temperature of heating degree day — a

building needs heating when the outside temperature below it [30], and the general temperature condition where heat is

necessary [44], respectively.

Meteorological Year [20], we can see that, for many metropolitans such as New York, London, and

Tokyo in America, Europe, and Asia, both long-period cold weather conditions and large numbers

of datacenters (which are mostly larger than 20) are satisfied, meanwhile DHS is also highly

popularized in those metropolitans. Thus, datacenter waste heat can be naturally suitable for them.

For some cities such as LA and Houston in America, though there are a larger number of datacenters,

DHSs have not been deployed. And even if there are deployed DHSs, it is still unpractical to recover

datacenter waste heat in these cities due to the short period of cold days. While for Hongkong and

Singapore that are at low latitudes and have long-period of warm days, heating is not required

at all. In summary, though datacenter heat for district heating is not commonly applicable, it is

promising for many metropolitans in Europe, some in America and few in Asia.

Is the market profitable? A report from the open district heating project shows that in Stock-

holm, the revenue from heat harvesting earned by Pionen, a colocation datacenter belonging

to Bahnhof, surpasses £30,000 in 4 months [22]. However, a natural concern for the DHS is the

profitability of datacenter heat harvesting, which incurs one-time infrastructure cost as well as

recurring operating expense. Current estimates suggest that the infrastructure cost of building

heating plant and heat recovery unit are both proportional to installed capacity and the cost of

pipeline grows on average with its length [12, 23]. Fig. 4(a) shows the CapEx of installing gas boiler,

biomass boiler, and heat pump all of which are with peak capacity of 15 MW, as well as the CapEx

of installing heat recovery units with the same capacity and 3 km pipeline. We find that compared

with installing new heating plant, datacenter heat harvesting is more economically efficient: the

CapEx can be reduced by up to 32%, 54%, and 76% compared with installing the above three heating

plants, respectively. This means the DHS can reduce its own heating plant construction and easily

pass down its cost saving to datacenter operators to cover their CapEx.

As shown in Fig. 4(b), datacenter heat harvesting also shows its advantages in reducing heat

supply cost. Without energy loss, the average cost of natural gas and heat recovery are 2.2404
cents/kWh and 1.0012 cents/kWh, respectively. And the CapEx of installing the heat recovery unit
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Fig. 4. Cost of heat harvesting.
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Fig. 5. Four considerations for the lifecycle of datacenter heat harvesting.

is about 6.1045 million dollars, as shown in Fig. 4(a). Hence, the return on investment of datacenter

heat harvesting can be estimated by:
$6.1045×106

2.2404 cents/kWh−1.0012 cents/kWh

10 MW

≈ 5.6 years. That is to say, the return

on investment of datacenter heat harvesting can be less than 5.6 years if the DHS persistently

purchases more than 10MWh of heat from datacenter rather than using natural gas. Further, as

discussed in Sec. 1, market efficiency and participation of datacenters should be guaranteed by a

carefully designed market mechanism, which is just the focus of our work.

The gap between the current system and the envisioned system. Datacenter heat harvest-
ing is a complex process that involves both engineering designs as well as market interactions with

DHS, requiring the following considerations for wider adoption, as displayed in Fig. 5.

Consideration 1: Suitable planning of datacenter. Heat harvesting should be kept in mind at

the very beginning of the lifecycle of datacenters. Specifically, when planning the location for

a datacenter, easy integration into the DHS pipeline network should be considered as a new

dimension besides the network access, climate, energy price, etc [5]. Furthermore, when designing

the cooling hierarchy, suitable cooling technology (free-air cooling [27], or liquid cooling [34])

should be identified to efficiently capture and transmit the heat. Consideration 2: Economical
installation of auxiliary devices. To make datacenter heat harvesting more appealing and profitable

to both datacenters and DHSs, the CapEx of auxiliary infrastructures that mainly includes heat

pumps and pipelines is expected to be lowered. Such cost reduction can be realized via technical

advance in R&D [3] or drop in the manufacturing cost. Consideration 3: Efficient market design.
Given the engineering feasibility of datacenter heat harvesting, an efficient market design is

crucial to incentivize datacenters to participate in heat harvesting program while benefiting both

datacenters themselves as well as the DHS. Consideration 4: Optimization of datacenter operation.
The efficiency of datacenter heat harvesting can be further improved by optimizing datacenter

operation. For example, by applying datacenter power management techniques such as DVFS,
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temperature adaption, sever right-sizing, etc to better balance the heat demand and heat supply

[59]. Besides, cooling-aware workload placement can also be optimized to improve the efficiency

heat capture and transmission [38].

Note that among the four considerations, datacenter planning, datacenter operation, and auxiliary

device manufacturing can be considered as engineering problems that each individual datacenter

addresses by leveraging the numerous recent advances [3, 59]. In contrast, the critical aspect —

market design, which incentivizes and coordinates datacenters’ participation in heat harvesting

— has remained under-explored and become a crux for the sustainable growth of datacenter heat

harvesting, and is the focus of our study.

3 ONLINE AUCTION MODEL FOR HEAT HARVESTING
In this section, we first present CloudHeat, an online reverse auction approach to datacenter waste

heat harvesting, and then formulate the social operational cost minimization problem underlying

CloudHeat. We list key notations in this paper in Table 2.

3.1 System Overview
In our work, we assume that there is one DHS trading with a numberM of datacenters equipped

with heat recovery units to extract waste heat, in line with the fact that a DHS usually covers a

moderate-size district, e.g., Enwave at Toronto, CA and EnviroEnergy at Nottingham, UK [17]. For

the special case that multiple DHSs trade to multiple datacenters, it can be accommodated by the

more complicated double auction framework. For simplicity, we consider the case that one DHS

trades to multiple datacenters.

When a certain level of heat demand arrives, the local DHS would solicit recovered heat from

datacenters through the reverse auction. However, in cold days, the extracted heat from datacenters

may not suffice to cover users’ heat demand; heating plants operated by the DHS can be turned on

to fulfill the remainder heat requirement. Heating plants often utilize fossil fuel such as coal and

natural gas. These turn out to be the more expensive than recovered and recycled heat; the detail is

discussed in Sec. 2.

3.2 The Online Reverse Auction
The proposed solution, CloudHeat, is based on a reverse auction that runs in a time-slotted

fashion across a time frame of T time slots. The length of one time slot can vary from one to

several hours: for wholesale electricity market, the length of one time slot is one hour [60]. As

illustrated in Fig. 6, at the beginning of each time slot t ∈ T = {1,2, ...,T }, the DHS who acts as the
auctioneer receives the total heat demandW (t ) and solicits bids from datacenters. Then datacenter

i ∈ I = {1,2, ...,M } voluntarily submits a heat recovery bid (ci (t ),ui (t )), where ui (t ) is the amount

of recovered heat datacenter i can supply, and ci (t ) is the incurred cost whose range is referred

to Fig. 4(b). Consequently, the DHS determines the winning bids (i.e., bids which are chosen to

supply heat at the promised level) and the amount of self-produced heat of the current time slot

v (t ), and announces the winning bids and payments r (t ). Our objective is to maximize the global

efficiency of heat recycling by minimizing the social operational cost that consists of operational

cost of datacenters and DHS, which is equivalent to maximizing the social welfare of the CloudHeat

ecosystem (with payments canceling themselves). Note that profit maximization is also a realistic

objective while is different to social welfare maximization in auction framework design, interested

readers can refer to [43] for the auction framework of profit maximization.

Operational cost of datacenters: We use a 0-1 variable xi (t ) to indicate whether datacenter i
wins its bid (xi (t ) = 1) or not (xi (t ) = 0). Let ri (t ) denote the payment to datacenter i . Then, at time

slot t , the operational cost of datacenter i incurred by the waste heat auction is ci (t )xi (t ) − ri (t ).
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Table 2. Summary of Notations

Notations Description

K # of homogeneous heating plants of DHS

V The capacity of each heating plant

T The set of time slots

I The set of volunteer colocation datacenters in the reverse auction

W (t ) The total heat demand at time slot t
ui (t ) The amount of recovered heat datacenter i can supply at time slot t
ci (t ) The datacenter i’s cost of recovering heat at time slot t
v (t ) The amount of self-produced heat of DHS at time slot t
ri (t ) The payment for datacenter i at time slot t
xi (t ) Binary variable indicating whether datacenter i wins or not at time slot (t)

y (t ) # of running heating plants at time slot t
ph (t ) The fuel cost for ont unit heat of heating plants at time slot t
α The sunk cost of maintaining a heating plant in its active state per time slot

β The start-up cost of turning on a heating plant

Step 2. Solicit bids 

from datacenters

Step 4. (1) Notify winning 

   bids and payments

Datacenter 1

District Heating 

System

Heat Users

Heating Plants

Step 1. Heat demand

Step 4. (2) Determine the 

amount of self-produced 

heat

Datacenter 2 Datacenter M

Step 3. Submit bids

Fig. 6. A system overview of CloudHeat.

Note that as discussed in Sec. 2, the datacenter can circulate the hot water out of the chiller to

the cooling tower instead of heat recovery units if its bid is not accepted, and thus no operational

cost of heat recovery will be incurred. Later in Sec. 5, we will show that our carefully-designed

payment mechanism ensures the individual rationality, i.e., datacenter i receives a payment which

is no lower than the cost ci (t ) if it wins the bid.
Operational cost of DHS: The DHS deploys a number of K homogeneous heating plants, and

its total operational cost at time t consists of four components: 1) the payment to datacenters:∑
i ri (t ). 2) The switching cost of heating plants: s (y (t − 1),y (t )) = β[y (t ) − y (t − 1)]+, where

[·]+ = max{0, ·}, y (t ) is the number of running heating plants at time slot t , and β denotes the

start-up cost of turning on a heating plant. Start-up cost typically involves the heating up cost,

the time-amortized capital and additional maintenance costs resulted from each start-up. 3) The

maintenance cost of running a number of y (t ) heating plants: αy (t ), here α denotes the sunk cost

of maintaining a heating plant in its active state per time slot. 4) The fuel cost of self-produced
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1:10 S. Chen et al.

heat: v (t )ph (t ) where ph (t ) represents the fuel cost for one unit heat of the heating plants. Then,
the total operational cost of DHS is v (t )ph (t ) +

∑
i ri (t ) + αy (t ) + s (y (t − 1),y (t )).

Given the operational cost of each datacenter and the DHS, we are now in a position to formally

formulate the social operational cost minimization problem (CMP) that determines the winning bids

of the CloudHeat auction and the number of running heating plants.

CMP : min

∑
t ∈T

{∑
i ∈I

ci (t )xi (t ) +v (t )ph (t ) + αy (t ) + s (y (t − 1),y (t ))
}

(1)

s.t.

∑
i ∈I

ui (t )xi (t ) +v (t ) ⩾W (t ),∀t ∈ T (2)

v (t ) ⩽ V · y (t ), ∀t ∈ T (3)

xi (t ) ∈ {0,1}, ∀i ∈ I, t ∈ T (4)

y (t ) ∈ {0,1, ...,K },v (t ) ⩾ 0, ∀t ∈ T (5)

HereV is the capacity of each heating plant. The constraint (2) indicates that the total amount of

heat demand should be satisfied by the extracted datacenter waste heat and self-produced heat. The

constraint (3) guarantees the self-produced heat do not exceed the total heat capacity. Note that as

the variable v (t ) is continuous and bounded by the constraint (3), it is not suitable to represent

v (t ) as a combination of xi (t ) and reduce the CMP as an integer linear programming problem.

For some traditional heat plants such as large centralized coal- or oil-fired heating plants, heat

production is constrained by the start-up time and ramping-up/down rate [39]. Fortunately, for the

natural gas fired heating technology have become widely adopted in modern district heating, the

start-up time can be reduced to as short as 1 minute, and the heating plants can ramp from start

command to peak within 3 − 6 minutes [42], which is very small when compared to the length of

one time slot. Thus, for simplicity, we do not consider the above operation constraints for heating

plants. Interested readers can refer to [39] for the modeling of these constraints in the scenario of

micro-grid.

Why is reverse auction suitable for our problem? Compared to other market approaches

such as (i) reference-based pricing [29] that may under-price or over-price datacenter heat, (ii)

the pre-contract approach that fails to capture the time-varying operation environment, and (iii)

supply function bidding that is vulnerable to untruthful information [32], CloudHeat which builds

upon reverse auction has the following advantages. It enables market efficiency and agility through

pricing datacenter heat based directly on realtime supply-demand. By matching the heat demand

with datacenters with the lowest cost of heat recovery, it reduces the chance of over-pricing and

under-pricing, and hence reduces system-wide social cost and increases waste heat utilization

efficiency.

However, the market mechanism design for CloudHeat is indeed challenging. The first challenge
arises from the online nature of CMP, as we can see that the switching cost temporally couples the

social operational cost at different time slot t across the time frameT . Thus, given limited knowledge

of further information on heat demand and datacenter bids, how can we make online decisions

to achieve economic efficiency, i.e., minimize the long-term social operational cost? Furthermore,

note that when y (t ) = 0 for all t ∈ T , CMP is reduced to a minimum knapsack problem and is

NP-hard [8]. Thus CMP is also an NP-hard problem in general, as it subsumes the case of y (t ) = 0.

And as there can be tens of participating datacenters, as discussed in Sec. 2, the complexity of

solving CMP is high. This rules out direct application of the classic VCG auction that requires

exactly solving the underlying social operational cost minimization problem multiple times and

hence is computationally prohibitive in practice. Then how can we design a computationally
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efficient approximation algorithm to preserve the social efficiency, yet still achieving truthfulness
(in expectation) and individual rationality?

In the following two sections, we propose an online framework that focuses on two problems:

at time slot t , 1) how many heating plants should be opened; and 2) which winner should be

chosen. The framework is summarized in Algorithm 3, where the former problem is solved by the

randomized fixed horizon control algorithm (line 8 to line 13 in Algorithm 3) with an approximation

algorithm (Algorithm 2, where Algorithm 1 is used as a component) in Sec. 4, and the later is

determined by the random auction mechanism (Algorithm 4) in Sec. 5.

4 THE ONLINE ALGORITHM FRAMEWORK
In this section, to address the challenges of solving CMP with limited future information, we design

an online algorithm framework to decompose the long-term auction problem into a series of

one-round auctions.

4.1 Offline Algorithm for CMP
We first study CMP in the offline setting, where the heat demandW (t ), production cost of heating

plants ph (t ), as well as the bids of each datacenter (ci (t ),ui (t )), ∀i ∈ I, over the time frame T are

given at the beginning of time slot t = 1.

Note that if the number of running heating plants y (t ) over time frame T is given, the solution

of CMP can be obtained in each time slot independently. Moreover, the switching cost is the only

term that jointly depends on the past state (i.e., y (t − 1)) and the current state (i.e., y (t )). Based on

this observation, we reformulate CMP to the following equivalent form:

min

∑
t ∈T

Cy (t ) (x (t ),v (t )) +
∑
t ∈T

(
αy (t ) + s (y (t − 1),y (t ))

)
s.t. y (t ) ∈ {0,1, ...,K }, ∀t ∈ T

where at any time slot t ∈ T ,

Cy (t ) (x (t ),v (t )) ≜ min

∑
i ∈I

ci (t )xi (t ) +v (t )ph (t ) (6)

s.t.

∑
i ∈I

ui (t )xi (t ) +v (t ) ⩾W (t ),

0 ⩽ v (t ) ⩽ V · y (t ),

xi (t ) ∈ {0,1}, ∀i ∈ I

The reformulated problem can be viewed as a shortest path problem in a directed graph G , from
y (0) = 0 toy (T ) = {0,1, ...,K }. Each vertexy (t ) = {0,1, ...,K },t ∈ T denotes the possible number of

running heating plants the DHS may choose at time t . An edge (y (t −1),y (t )) represents the process
that DHS turns on y (t )−y (t −1) (when y (t )−y (t −1) ⩾ 0) or turns off y (t −1)−y (t ) heating plants
(when y (t − 1) −y (t ) > 0) from time slot t − 1 to t . And the weight of edge (y (t − 1),y (t )), denoted
by d (y (t − 1),y (t )), can be regarded as the social operational cost at time slot t and calculated by:

d (y (t − 1),y (t )) = Cy (t ) (x (t ),v (t )) + αy (t ) + s (y (t − 1),y (t )). (7)

Note that given the weight of each edge, the shortest path, i.e., the minimum social operational

cost over the time frame T , as well as the optimal number of running heating plants of each time

slot can be computed with Dijkstra’s algorithm [39]. Unfortunately, the weight of each edge can not

be easily obtained, as the termCy (t ) (x (t ),v (t )) in d (y (t − 1),y (t )) corresponds to the mixed integer

linear programming problem (6) that is NP-hard. Specifically, as mentioned in Sec. 3, at any time

slot t ∈ T , when y (t ) = 0, i.e., there is no running heating plants, the problem (6) is reduced to a
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minimum 0-1 knapsack problem, a well-known NP-hard problem. The problem (6) is also NP-hard

in general, as it subsumes the case of y (t ) = 0. Moreover, in the case of y (t ) = 0, the problem (6)

only has 0-1 variable xi (t ) which indicates whether DHS purchases heat from datacenter i . Hence
the problem (6) can be solved by the dynamic programming technique. However, in the case of

y (t ) , 0, i.e., when there are running heating plants, the dynamic programming technique for 0-1

knapsack problem is not applicable to the problem (6). The basic idea of this technique is to label

each item and divide the 0-1 knapsack problem into several subproblems based on labeled items.

But there is a continuous variable v (t ) in the problem (6) which cannot be divided and labeled. As

discussed in Sec. 3, when y (t ) , 0, continuous variable v (t ) is utilized to represent the amount of

heat produced by heating plants, and hence there are continuous variablev (t ) and 0-1 variable xi (t )
in the problem (6). The continuous variable v (t ) makes the dynamic programming inapplicable.

Given the complexity challenge, we resort to efficient approximation algorithms that compute

near-optimal solutions. We apply the linear programming relaxation strengthening technique [7]

and propose a primal-dual based approximation algorithm to compute an approximate solution to

the problem (6).

Are prior primal-dual algorithms directly applicable to the problem (6)?The prior primal-

dual algorithms [60, 63] have considered that the buyer has self-produced capacity to cover all

demands. They are, however, not applicable to the problem (6), since the capacity of heating plants

is limited in our work and directly applying those solutions may result in violation of the constraint

(2). To overcome this limitation, in this work, we introduce a dual variable for the constraint (3)

to guarantee the feasibility and near-optimality of the solution. For simplicity of presentation,

in the following discussion on the primal-dual algorithm, we omit the time index t due to its

independence.

Consider a subset X = {i1,i2, ...} ⊆ I that satisfies

∑
i ∈X ui < W . X can be regarded as a

collection of chosen bids whose total heat supply doesn’t meet the heat demandW yet. We have

to continue to choose bids from I \ X to cover the deficit ∆X = W −
∑

i ∈X ui . For datacenter
i ∈ I \ X, let ui (X) = min{ui ,∆X} denote how much contribution it provides in covering the

remainder demand ∆X. After introducing ∆X and u (X), we obtain the linear program relaxation

(LPR) of the problem (6) by relaxing the binary variables xi :

LPR : min

∑
i ∈I

cixi + phv

s.t.

∑
i ∈I\X

ui (X)xi +v ⩾ ∆X, ∀X ⊆ I : ∆X > 0

0 ⩽ v ⩽ V · y, 0 ⩽ xi , ∀i ∈ I

The first constraint states that for any set in {X|X ⊆ I,∆X > 0}, the difference between the heat

demandW and the amount of the chosen heat supply

∑
i ∈X ui has to be covered by the remainder

bids. Further note that every feasible solution of the problem (6) is also feasible to LPR. Now we

introduce the dual variables z (X) and η corresponding to the constraints

∑
i ∈I\X ui (X)xi +v ⩾ ∆X

and v ≤ V · y, respectively. Then we obtain the dual problem of LPR [52]:

LPRD : max

∑
X⊆I:∆X>0

∆Xz (X) −Vy · η

s.t.

∑
X⊆I:∆X>0,i<X

ui (X)z (X) ⩽ ci , ∀i ∈ I (8)∑
X⊆I:∆X>0

z (X) ⩽ ph + η, (9)
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z (X),η ⩾ 0, ∀X ⊆ I : ∆X > 0 (10)

Following the idea of primal-dual optimization, we can construct a mixed integer solution to

LPR and a feasible solution to its dual LPRD, via continuously increasing the dual variable z (X).
For each feasible z (X), once a dual constraint (i.e., (8) or (9)) becomes tight (a constraint ax ⩽ b is

tight if ax = b), the corresponding primal variable (i.e., corresponding to xi or v) is determined.

The increase of z (X) can not be terminated until the constraint (2), i.e., total heat demandW , is

satisfied. Based on this idea, we design a feasible, 2-approximation solution shown in Algorithm 1

to the problem (6).

We first discuss Algorithm 1’s complexity. As the termination condition of the while loop is

∆S > 0, the loop runs at most M + 1 times when

∑
X⊆I:i<X,∆X>0

ui (X)z (X) = ci is satisfied for all

i ∈ I as well as

∑
X⊆I

z (X) = ph , v = 0. And in the while loop, if statement runs at mostM times.

We conclude that the total time complexity is O (M2).
The feasibility and approximation ratio are established in Lemma 1 and Theorem 1, respectively.

ALGORITHM 1: 2-approximation Primal-Dual Algorithm

1: Initialization: input ci ,ui ,ph ,V ,y, andW , ∀i ∈ I. Let xi = 0, ∀i ∈ I, z (X) = 0, ∀X ⊆ I, v,η = 0, and

S = ∅ be the set of chosen bids.

2: If

∑M
i=1 ui +Vy <W , there exists no feasible solution for (6). Set the corresponding objective value to

infinity.

3: While ∆S > 0 do
Increase dual variable z (X) continuously, if v > 0 then increase η at the same rate simultaneously, until

the dual constraint (8) or (9) become tight;

if
∑

X⊆I:i<X,∆X>0
ui (X)z (X) = ci then

xi = 1; S = S
⋃
{i};

end if
if

∑
X⊆I

z (X) = ph and v = 0 then

v = min{∆S ,Vy}; ∆S = ∆S −v ;
end if
end while

Lemma 1. The solution given by Algorithm 1 is feasible to the problem (6), the linear relaxation LPR
and the dual problem LPRD.

Proof. i ) Note that for any i ∈ I, the variables xi is initialized to be 0 and set to 1 when the

corresponding dual constraint is tight, hence the constraint xi ∈ {0,1} is satisfied. The variable v is

initialized to 0 and may be updated to no more than the heating capacity Vy, hence the constraint
v ≤ V · y is also satisfied. Furthermore, since the iteration stops only in the case of ∆S ⩽ 0, i.e.,∑

i ∈S ui (X)xi + v ⩾W when the iteration stops, the constraint

∑
i ∈I ui (t )xi (t ) + v (t ) ⩾W (t ) is

satisfied. In summary, the solution given by Algorithm 1 is feasible to (6).

ii ) We can verify that the feasible solution to the problem (6) is feasible to LPR as well.

iii ) For the dual LPRD: Since the dual variable η increases as the same rate of z (X) afterv > 0, we

observe that the constraint (9) is always tight and never violated after we update v > 0. Moreover,

the increasing z (X) doesn’t increase the left-hand side of (8) corresponding to i ∈ I, hence the
constraint (8) is always satisfied. □

Theorem 1. Algorithm 1 is a 2-approximation algorithm to the problem (6), i.e., the cost computed
by Algorithm 1 is at most 2 times the optimal cost in the problem (6).
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We prove the theorem in Appendix A.1.

Having solved the NP-hard problem, we are now ready to compute the aforementioned edge

weight d (y (t − 1),y (t )) and present the approximation algorithm to CMP in the offline setting, as

shown in Algorithm 2.

ALGORITHM 2: Approximate Dynamic Algorithm for CMP in the offline scenario

1: Initialization: input ci (t ),ui (t ),ph (t ),V (t ),y (t ), andW (t ), ∀i ∈ I,∀t ∈ T . Let y (0) = 0.

2: for t = 1,2, ...T do
for y (t ) = 0,1, ...,K do
Calculate the d (y (t − 1),y (t )), where Cy (t ) (x (t ),v (t )) is given by Algorithm 1.

end for
end for

3: Find the shortest path among the paths from y (0) to y (T ) = {0,1, ...,K }, respectively. The constituent
vertices y (1), ...,y (T ) of the shortest path are exactly the number of running heating plants over time

frame T , and the sum of weights of this path is the total social operational cost.

As discussed above, the time complexity of Algorithm 1 is O (M2), hence the complexity of for
loops is O (ΓKM2). And the complexity of shortest path finding—we utilize Dijkstra’s algorithm

in this work—is O ((K2 + ΓK ) log(ΓK )). In summary, the complexity of Algorithm 2 is O (ΓKM2 +

(K2 + ΓK ) log(ΓK )). Here Γ represents the number of time slots during which Algorithm 2 has

knowledge of heat demand, fuel cost, and datacenters’ bids. In offline scenario, all the information

over time frame T is given at the beginning of T , hence Γ = T where T represents the number of

time slots over T . However, in online scenario, the online framework has to make decisions with

limited near-future information. As Algorithm 2 is a component of the online framework, which is

discussed in Sec. 3, Γ is shorter than T .
The complexity seems high but is affordable in practice —M , K , and Γ is small in real condition,

making the computing overhead acceptable: As listed in Table 1, the number of colocation datacen-

tersM in one city is no more than a few dozen. Moreover, Fig. 3 shows that the number of heating

plants K is no larger than 10. In offline scenario, Γ is usually 24 in one-day time frame. However,

Γ is much smaller in real condition. In online scenario, the value of Γ is limited by the level of

prediction accuracy, as discussed in the following Sec. 4.2. Moreover, as shown in the following Fig.

15, a much longer look-ahead window would achieve little performance improvement. In our work,

Γ is no larger than 7 in online scenario. In Sec. 6, we will discuss the run time of the framework

and show that the complexity of Algorithm 2 is affordable in practice.

Theorem 2. The approximation ratio of Algorithm 2 to CMP in the offline setting is 2.

Proof. Let d∗ (y (t − 1),y (t )) be the optimal weight of edge (y (t − 1),y (t )), C∗y (t ) (x (t ),v (t )) be

the optimal value of the problem (6). Note that Cy (t ) (x (t ),v (t )) is calculated by Algorithm 1, we

have

d (y (t − 1),y (t )) = Cy (t ) (x (t ),v (t )) + αy (t ) + s (y (t − 1),y (t ))

⩽ 2C∗y (t ) (x (t ),v (t )) + αy (t ) + s (y (t − 1),y (t ))

⩽ 2

{
C∗y (t ) (x (t ),v (t )) + αy (t ) + s (y (t − 1),y (t ))

}

⩽ 2d∗ (y (t − 1),y (t )) (11)

Let the sum of weights of shortest path over time frame [1,T ] is
∑T

t=1 d
∗ (y (t −1),y (t )), and hence

the weights given by Algorithm 2 be no more than 2

∑T
t=1 d

∗ (y (t − 1),y (t )). (If Algorithm 2 choose
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Fig. 7. An illustration of Fixed Horizon Control (FHC).

another path rather than the actually shortest, the summation of weights of this path should be

less than 2

∑T
t=1 d

∗ (y (t − 1),y (t )), otherwise the actually shortest path must be chosen.)

Above all, the approximation ratio of Algorithm 2 is 2. □

4.2 Online Algorithm to CMP

We now present the online algorithm that decomposes the long-term CMP over time frame T into a

series of deterministic problems over its look-ahead window, based on the technique of RHFC [62]

and the offline algorithm proposed in Sec. 4.1.

In practice, through time series forecasting or artificial neural networks, the near-future informa-

tion (e.g., heat demand, fuel cost and the power consumption of datacenters) within a look-ahead

window consisting ofw time slots, can be predicted to a good level of accuracy. In order to fully

utilize such near-future information to make better online decisions, at each time slot t , we assume

that the future bids, till to time slot t +w , have been submitted to the DHS by each datacenter in

advance, based on the prediction of its power consumption. That is, at time slot t , we can utilize

w + 1 time slots’ information in total.

We begin by describing the fixed horizon control (FHC) briefly. As depicted in Fig. 7, in the first

time frame [1,w + 1] ⊆ [1,T ], we could initializew + 1 time slots starting from t = 1,2, ...,w + 1,
respectively, the algorithm starting from time slot p ∈ {1,2, ...,w + 1} is denoted by FHC (p )

, and

denote the set of starting time slots of FHC (p )
as Ωp = {l |l mod (w + 1) = p,l ∈ Z,1 ⩽ l ⩽ T },

where p ∈ Z, and p ∈ [1,w + 1]. For any time slot l ∈ Ωp , ∀p ∈ [1,w + 1], given the future

information which can be precisely predicted ahead ofw time slots and y (t − 1), we can solve the

following social operational cost minimization by Algorithm 2, and get x (p ) (t ), y (p ) (t ), v (p ) (t ) from
t = l to t = l +w :

min

l+w∑
t=l

Cy (t ) (x (t ),v (t )) +
l+w∑
t=l

(
αy (t ) + s (y (t − 1),y (t ))

)
s.t. y (t ) ∈ {0,1, ...,K }, ∀t ∈ [l ,l +w] (12)

The RFHC used in our online solution Algorithm 3 below is adapted from FHC for determining

the number of running heating plants at each time slot. We randomly choose an integer variable

p ∈ [1,w + 1] with equal probability to initialize look-ahead window, and utilize FHC (p )
to set

y (ν ) = y (p ) (ν ) for every time slot ν ∈ [1,T ]. Unlike the FHC, RFHC randomly selects the start

time of look-ahead window to defeat strategic adversaries who choose a small number of running

heating plants at the beginning of each look-ahead window to inflate switching cost. Moreover,

RFHC achieves low expected worst case performance as we will prove in Theorem 3.
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ALGORITHM 3: The Online Algorithm Framework

1: Initialization: let ν = 1, y (0) = 0, and randomly choose p ∈ [1,w + 1] with equal probability

2: while ν ⩽ T do
3: if ν = 1 then //Submit bids
4: Datacenters submit their bids of time slot ν = 1 to ν = w + 1;
5: else
6: Datacenters submit their bids of time slot ν +w ;

7: end if
8: //Determine the number of running heating plants at time ν by RFHC as follows
9: if ν = 1 and p ⩾ 2 then
10: Obtain x (p ) (t ), y (p ) (t ) and v (p ) (t ), t = 1, ...,p − 1 by solving the problem (12) from t = 1 to t = p − 1

through Algorithm 2;

11: else if p ⩽ ν ⩽ T and ν ∈ Ωp then
12: Obtain x (p ) (t ), y (p ) (t ) and v (p ) (t ), t = ν ,ν + 1, ...,min{ν +w ,T } by solving the problem (12) from t = ν

to t = min{ν +w ,T } through Algorithm 2;

13: end if
14: The DHS determines winners and designs payments of time slot ν with given y (ν ) for the one-round

auction (6) in Sec. 4.1, by applying the randomized auction framework in Sec. 5;

15: ν = ν + 1;
16: end while

In Algorithm 3, we have decomposed the long-term online auction problem into a series of

one-round auction problems at each time slot. By further applying the truthful and 2-approximation

randomized auction framework that will be presented in Sec. 5, we further show the performance

of the online Algorithm 3 as follows:

Theorem 3. Algorithm 3 is a (2 +
2β

(w+1)α )-competitive solution to CMP in the online setting, i.e.,

the social operational cost obtained by Algorithm 3 is at most (2 + 2β
(w+1)α ) times the optimal social

operational cost in offline setting.

We prove the theorem in Appendix A.2.

5 THE RANDOMIZED AUCTION FRAMEWORK
In this section, we design a truthful 2-approximate auction mechanism for the one-round auction

problem, based on the randomized auction framework. For simplicity, we omit the time index t due
to its independence.

Note that utilizing the VCG auction mechanism requires selecting the set of items (i.e., bids

and the amount of self-produced heat) with maximum valuation. As mentioned in Sec. 4.1, the

problem (6) is NP-hard and we cannot obtain the set of items which minimizes the objective value

in polynomial time. That is, the VCG auction is not applicable to our work.

5.1 Randomized Auction Mechanism
The basic idea of the randomized auction framework is as follows. After computing the optimal

fractional solution to LPR, we take a linear programming duality based decomposition technique to

decompose the fractional solution into a convex combination of feasible solutions to the original

problem. Then, one of the feasible solutions is chosen randomly, with its weight in the convex

combination taken as the probability. Finally, we compute the truthful payments to the winners

according to a well-established payment rule [2].

The auction algorithm is shown in Algorithm 4, and the details of the mechanism are given blow:
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ALGORITHM 4: A Randomized Auction Mechanism

1: Calculate the fractional optimal solution.

Obtain the fractional optimal solution (x∗,v∗) of LPR.

2: Decompose the optimal fractional solution.

Decompose the optimal fractional solution (x∗,v∗) to a set of feasible mixed integer solution

(xk ,vk ), k ∈ K of CMP with convex decomposition technique.

3: Select winners and calculate payments.

Randomly select winners, which is indicated by xk , with probability λk from set K .

The payment for datacenter i is

ri =



ci +

∫ ζ
ci

min{γ x ∗i (c,c−i ),1}

min{γ x ∗i (ci ,c−i ),1}
, xi = 1

0 , xi = 0

where ζ = phui + ⌈
ui
V ⌉ (α + β ), here ⌈x⌉ indicates the smallest integer no less than x .

Step 1: Calculating the fractional optimal solution. Solve the LPR, obtain the optimal fractional

winner decision x∗, and the optimal amount of self-produced heat v∗.
Step 2: Decomposing the optimal fractional solution. As the optimal fractional solution is infeasible

for DHS to choosewinner, we decompose it into a convex combination of feasible solutions eachwith

a fractional weight that sums up to 1. This step requires a computationally efficient decomposition

algorithm with a good approximation ratio to obtain the feasible solutions, satisfying:∑
i ∈I

cixi + phv ⩽ γ
(∑
i ∈I

cix
∗
i + phv

∗
)
, (13)

where γ is the approximation ratio.

Our basic idea is to employ the convex decomposition technique to obtain a set of feasible

solutions (xk ,vk ) and λk , ∀k ∈ K , such that

∑
k ∈K λkx

k ⩽ γx∗,
∑

k ∈K λkv
k ⩽ γv∗ and

∑
k ∈K λk ⩽

1 are all satisfied. Moreover, to ensure the decomposition is feasible, the constraints xki ⩽ 1

and vk ⩽ Vy should also be satisfied. Furthermore, we have

∑
k ∈K λkx

k
i ⩽ min{γx∗i ,1} and∑

k ∈K λkv
k ⩽ min{γv∗,Vy} since

∑
k ∈K λk ⩽ 1. The weight λk , k ∈ K , can be computed by

solving the following linear program:

max

∑
k ∈K

λk (14)

s.t.

∑
k ∈K

λkx
k
i = min{γx∗i ,1}, ∀i ∈ I∑

k ∈K

λkv
k ⩽ min{γv∗,Vy},∑

k ∈K

λk ⩽ 1, λk ⩾ 0, ∀k ∈ K

where the exact decomposition

∑
k ∈K λkx

k
i = min{γx∗i ,1} guarantees that the winning probability

of datacenter satisfies the truthfulness condition in Theorem 6.

Though the above linear program can be solved directly, the exponential number of variables

make the computation process slow. Instead, by introducing the dual variables µ, σ , and τ , we
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formulate the dual problem as:

min

∑
i ∈I

min{γx∗i ,1}µi +min{γv∗,Vy}σ + τ (15)

s.t.

∑
i ∈I

xki µi +v
kσ + τ ⩾ 1, ∀k ∈ K , σ ,τ ⩾ 0.

Note that the dual problem has an exponential number of constraints. Applying Algorithm 1, we

obtain a separation oracle for the dual problem and then get a polynomial number of separating

hyperplanes. Hence we can solve the dual in polynomial time utilizing the ellipsoid method and

get a polynomial number of feasible solution to (6). Furthermore, the primal decomposition linear

programming (14) can be solved in polynomial time since it reduces to a linear program with a

polynomial number of variables corresponding to its dual solution.

Theorem 4. The convex decomposition problem (14) can be solved within polynomial time and the
optimal objective value is

∑
k ∈K λk = 1.

We prove the theorem in Appendix A.3.

Step 3: Selecting winners and calculating payments. Let Pi (ci ) be the probability datacenter i wins
in the auction with cost ci , and the expectation of xi is E[xi ] = Pi (ci ) × 1 + (1 − Pi (ci )) × 0 =

Pi (ci ). Moreover, since we utilize the convex decomposition technique, we have Pi (ci ) = E[xi ] =∑
k ∈K λkx

k
i = min{γx∗i ,1}. Let c−i be all bids except for bid i . The payment for the winning

datacenter i is given by:

ri = ci +

∫ ζ
ci
Pi (c )dc

Pi (ci )
= ci +

∫ ζ
ci
min{γx∗i (c,c−i ),1}dc

min{γx∗i (ci ,c−i ),1}
,

where ζ = phui + ⌈
ui
V ⌉ (α + β ) (⌈x⌉ indicates the smallest integer no less than x), which will be

discussed in the following Theorem 6. And x∗i (c,c−i ) is the optimal solution to (6) where the cost of

i’s bid is ci and others’ are c−i .

5.2 Performance Analysis
To prove the payment scheme achieves truthfulness, we first introduce a sufficient and necessary

condition for a reverse auction to be truthful.

Theorem 5. [2] A randomized auction with bids c and payment r is truthful in expectation iff: i )
Pi (ci ) is monotonically nonincreasing in ci , ∀i ∈ I. ii )

∫ ∞
0

Pi (c )dc < ∞. iii ) The expected payment
satisfies E[ri ] = ciPi (ci ) +

∫ ∞
ci

Pi (c )dc, ∀i ∈ I.

Based on this condition, we now prove the performance of the proposed auction mechanism, in

terms of individual rationality, social efficiency and truthfulness, in the following Theorem 6.

Theorem 6. The proposed reverse auction mechanism with payment ri = ci +
∫ ζ
ci
Pi (c )dc

Pi (ci )
, ∀i ∈ I

achieves:
i ) individual rationality;
ii ) 2-approximation in social operational cost;
iii ) truthfulness in expectation.

We prove the theorem in Appendix A.4.

Note that as there are multiple options for datacenter to meet its overall electricity demand. The

unit price of power varies across datacenters and across the temporal domain. For example, power

price in the electricity wholesale market, known as locational marginal pricing, is set based on the
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value of the power at the specific location and delivering time [48]. Furthermore, on-site renewable

generation (e.g., wind and solar power) and energy storage (e.g., battery and super-capacitor [37])

make the power cost of datacenters different. There exist spatial and temporal variations in the

unit cost of heat harvesting, and hence it is necessary to guarantee the truthfulness of our market

mechanism.

6 PERFORMANCE EVALUATION
6.1 Simulation Setup
We simulate a geographical region where a DHS harvests waste heat from 8 datacenters. Each

datacenter’s capacity is set tom = 6 × 104 homogeneous servers. The static power and computing

power of those servers are set to Ps = 100W and Pc = 150W, respectively, reflecting state-of-art

levels [60]. The DHS is equipped with K = 10 homogeneous heating plants, each with a capacity

of V = 50MW. Following the recent report on fuel cost and heating plants [19], we set fuel cost

ph = 2.24 cents/kWh, maintenance cost α = 7.5 $/hour, and switching cost to the fuel cost of

running each heating plant at full capacity for 5 hours, i.e., β = $3925 [62]. The simulation runs on

a server which consists of 2×Xeon 2.30 GHz CPU with 16 cores and 64 GB of RAM.

Heat demand: We use the one-day hourly heat demand traces, from a DHS in Sweden [25], as

shown in Fig. 8. It shows significant variations of heat demand across different seasons. The level

of heat demand affects the amount of harvested waste heat and the number of running heating

plants. And hence it has an effect on the level of social operational cost as well as datacenters’

payment and utility. As a result, in our evaluation, we not only show the difference among different

datacenters, but also illustrate the difference among different seasons. For simplicity, we denote the

seasons “Jun.-Aug.”, “May&Sep.”, “Mar.-Apr.&Oct.-Nov.”, and “Dec.-Feb.” as “Season 1” to “Season 4”

in the following discussion respectively.

Workloads: We collect 3 types of one-day hourly workload traces from three representative

internet services, Hotmail, Wikipedia (Wiki), and Microsoft Research (MSR) [60], respectively,

as depicted in Fig. 9. We normalize these workloads with respect to each datacenter’s capacity

and duplicate them while scaling up or down about 20% randomly to generate these datacenters’

workloads. Datacenters 1, 4, and 7 process workload of Hotmail, datacenters 2, 5, and 8 process

workload of Wiki and the other process workload of MSR.

Datacenters’ bids and operational cost:We consider all of the power consumed by IT equipment

is converted to waste heat and can be removed [49]. We consider all of the power consumed by IT

equipment is converted to waste heat and can be removed. In our simulations, we use the power

model u =m(Ps + Pc
λ
mµ ) to compute the power consumption of IT equipment, here µ is the service

rate of server and λ is the workload arrival rate. The parameter µ is set according to [50]. We further

assume all datacenters equip with heat recovery units whose COP (coefficient of performance, the
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ratio of the heat it recovers to the power it consumes) are all 4.0 [10]. We set the electricity price

pe based on the hourly real-time locational marginal pricing data of PJM [47] on January 1, 2017.

The operational cost of recovering waste heat u is c = u
COP × pe .

Benchmarks: To validate the effectiveness of CloudHeat, we compare its performance with that

of another four benchmarks: 1) the offline mixed integer programming (MIP) optimum, for which

CMP with offline setting is exactly solved by CPLEX. 2) The offline randomized auction, for which

the full future information across the time frame T is assumed. 3) The offline no auction, for which

the DHS does not harvest heat from the datacenters and minimize its operational cost in an offline

manner. 4) The online greedy strategy withw = 2, for which the DHS chooses those heat resources

with lowest costs until the demand is covered in each time slot, and switches on n heating plants at

time slot t only when all n heating plants are also needed in time slot t + 1 and t + 2, or switches off
n heating plants only when all n heating plants are all unnecessary in both time slot t + 1 and t + 2.

6.2 Evaluation Results
Average run time: We first study the run time of our framework. The computing overhead of the

proposed framework is mainly related to Γ which represents the number of time slots during which

the framework has knowledge of heat demand, fuel cost, and datacenters’ bids (Γ = w + 1), the
number of heating plants K , and the number of volunteer datacentersM . We set Γ = 3 and K = 10,

and vary the number of datacenters from 10 to 80 since its value shows large discrepancy between

different cities, as listed in Table 1. The red line in Fig. 10 shows the average run time of the online

framework under the different number of datacenters. We find that the framework only takes less

than 0.4 seconds to finish. We also increase the length of look-ahead window w to 6 (i.e., Γ = 7)

and increase the number of heating plants K to 20, which are so large that they rarely happen in

real condition. We observe that the framework takes no more than 4 seconds. For wholesale power

market, the length of one time slot is usually set to one hour or larger. Hence the run time of the

online framework is affordable in practice.

Social operational cost reduction: Fig. 11 compares the social operational cost achieved by the

proposed online randomized auction (whose length of a look-ahead window is 2), as well as that

achieved by the other four benchmarks. We have the following observations: first, compared to

the offline no auction benchmark, the proposed auction-based solution CloudHeat can effectively

reduce the social operational cost, demonstrating the economical efficiency of CloudHeat. Second,
compared with online greedy strategy, CloudHeat also shows a great effectiveness in reducing

operational social cost when the future information has limited predictability. Third, compared

with the offline mixed integer programming optimum, i.e., the theoretical optimal social operational

cost, CloudHeat only incurs a small loss in social operational cost and performs much better than

theoretical bound given by Theorem 3, which indicates that our solution can provide a small

competitive ratio in practice. Finally, comparing the offline mixed integer programming optimum to

offline randomized auction, we find that their performance is very close, indicating that randomness

introduced in CloudHeat would not hurt the social efficiency too much.

Meeting heat demand: To understand how the heat demand is satisfied by datacenter heat

harvesting, in Fig. 12, we plot the amount of heat harvested from each datacenter together with the

amount of self-produce heat by the DHS for different seasons. We find that in Season 1 and Season

2, the relatively low heat demand can be almost entirely served by harvesting the cheap datacenter

waste heat. However, when the heat demand bursts in Season 3 and Season 4, the heating plants

will be turned on to cover the remainder heat demand after all the datacenter waste heat has been

harvested. These demonstrate that by harvesting datacenter waste heat, the heat demand can be

satisfied in an adaptive and cost-efficient manner.
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Datacenters’ utilities:We further study the daily payment and utility received by each datacenter

in different seasons, as illustrated in Fig. 13 and Fig. 14, respectively. As expected, each datacenter

receives a non-negative utility from the waste heat auction, demonstrating the individual rationality

ensured by CloudHeat (proved in Theorem 6). Furthermore, we observe that the disparity of total

utilities in different seasons is much more significant than that of the total payments in different

seasons, the rationale behind this difference is automatically adapting the price based on the

realtime supply-demand unbalance. For example, in Season 1 when there is little heat demand, then

the DHS buys small amount of heat from datacenter with low price, thus datacenters receive low

utilities. While in Season 4 when the heat demand peaks, the DHS buys all the heat with high price,

giving high utilities to the datacenters. Interestingly, we also observe that though the heat demand

in Season 4 far overweighs that in Season 3, the total payments and utilities of the datacenter in

Season 3 and Season 4 are almost the same with the fact that the DHS buys all the datacenter waste

heat when the heat demand bursts.

Influence of the length of look-ahead window: Intuitively, the length of look-ahead window,

i.e., how long of the accurate future information we possess, has a remarkable influence on the

performance of the online auction. Fig. 15 plots the average competitive ratio under different

lengths of look-ahead window. Excitingly, we find that when varying the length from 2 to 6, the

competitive ratio never exceeds 1.32, demonstrating the great empirical performance of the online

auction. Basically, a longer look-ahead window would lead to better performance.

Influence of waste heat supply: We next study the influence of the amount of datacenter waste

heat supply, by varying the number of participated datacenters. As we can see from Fig. 16, as the

number of participated datacenter increases, the social operational cost reduces dramatically in

seasons with large amounts of heat demand. While for Season 1 when there is little heat demand,

the social operational cost does not vary much as the number of participated datacenter changes,
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since that the amount of heat demand can be satisfied with few datacenters. This suggests that, in

practice, the social operational cost in cold days can be reduced by incentivizing more datacenters

to participate in waste heat harvesting.

Influence of recovery efficiency: We further study the influence of recovery efficiency, by

varying value of COP. We find that the improvement of recovery efficiency has a positive impact on

social operational cost reduction and datacenters’ utility improvement. As shown in Fig. 17 and Fig.

18, as COP increases from 4 to 7, the social operational cost decreases by 6% and it also provides a

17% increase in datacenters’ total utility. This suggests that recovering heat with power-efficiency

recovery units not only reduces datacenters’ power consumption but also boosts their utilities in

heat harvesting.

Influence of heating plant’s capacity:We finally study the influence of heating plant’s capacity.

We decrease the capacity from 250,000 W to 25,000 W, and the number of heating plants is varied

accordingly to ensure total capacity is constant (500 MW in total). As illustrated in Fig. 19, we

find that the larger capacity can result in less social operational cost in Season 3 and Season 4.

As in these seasons with large heat demand, heating plants with low capacity are sensitive to the

variation of heat demand with limited length of look-ahead window. Specifically, if the capacity

of heating plant is low, some heating plants are likely to be opened and closed frequently with

the amount of heat demand varying. However, when the level of the amount of heat demand is

low, such as in Season 2, less number of heating plants are sufficient to meet the heat demand.

Moreover, opening heating plants with lower capacity causes lower start-up cost. Hence the social

operational cost of Season 2 decreases when the capacity of heating plant reduces. For Season 1, the

social operational cost is constant as cheap waste heat provided by datacenters is sufficient to meet

total heat demand. We also find that although the number of heating plants increases tenfold (i.e.,
the number of Algorithm 2’s vertices increases hundredfold), the competitive ratio of our online

framework does not vary significantly.

7 RELATEDWORK
There have been many studies to minimize datacenter energy consumption and energy cost,

including energy proportionality [26], capacity provisioning [35], workload management [1, 64],

and the usage of energy storage [41] or renewable energy [13–16]. In contrast with these studies that

view datacenter energy consumption as a negative, we turn datacenters into a socially valuable asset

by coordinating datacenter waste heat harvesting to supplement DHS heat supplies. Additionally,

our study also complements the existing energy efficiency literature by reducing datacenter’s

cooling energy through heat harvesting.
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Waste heat recovery has been quickly emerging in the literature. Leveraging thermoelectric

generator, Lee et al. [33] propose several real systems which harvest heat from CPU, and reuse the

waste heat to power the fan or thermoelectric cooler to cool CPU simultaneously. Ebrahimi et al.

[18] review state-of-the-art datacenter heat recovery techniques, demonstrate the feasibility and

benefits of the coordination between datacenters and DHS. Liu et al. [36] propose “data furnace”, an

approach that provides heat to residential buildings through running servers placed locally. Ward

et al. [58] design a scaled-down prototype to recover waste heat from datacenters to heat local

facilities. The last three studies all focus on improving and/or demonstrating the heat harvesting

from a single datacenter and can be used by participating datacenters in our study. Nonetheless,

our work is complementary and focuses on market designs to coordinate the heat harvesting from

multiple datacenters.

Market-based energy efficiency programs, such as datacenter demand response [60, 61, 63, 66]

and bilateral power trade between smart grids and datacenters [65], also have opportunities for cost

reduction. Most mechanisms rely on reference-based prices [29], supply bidding functions [32], and

reverse auction [60, 63]. These studies are not applicable to datacenter heat harvesting, because of

limitations like imbalance of supply and demand, non-truthful behaviors, computational complexity,

and/or lack of long-term performance guarantees. For example, leveraging supply function bidding,
Islam et al. [32] propose an incentive mechanism for handling power emergencies, but the supply

function bidding-based mechanism cannot guarantee truthfulness. Further, its efficiency can be

manipulated by the market power of each tenant, and the fairness can not be guaranteed when

market power of tenants is disparate.

Reverse auctions represent another promising market mechanism. Zhang et al. [60] propose a

reverse auction mechanism for demand response in colocation datacenters. Zhou et al. [63] extend

it to an online version in the scenario of smart grids with limited energy storage. Although our

underlying auction design shares similarity with [60, 63], our study focuses on datacenter heat

harvesting and differs from [60, 63] in: i) we propose a new primal-dual algorithm for the auction

design; ii) we use a different technique towards online bid processing.

8 CONCLUSION
Datacenter waste heat harvesting is envisioned as a promising approach for mitigating operational

availability and reliability issues faced by modern district heating systems. This work studied how

district heating systems could harvest waste heat from datacenters at the minimum long-term social

operational cost. To incentivize participation from datacenters, we proposed CloudHeat, a first-of-
its-kind reverse online auction based solution. By blending the advantages of randomized fixed

horizon control (RFHC) and a randomized auction framework, CloudHeat guaranteed polynomial

running time, truthfulness (in expectation), and bounded long-term social operational cost.

A APPENDIX
A.1 Poof of Theorem 1

Proof. We prove this theorem by four cases as follows:

Case 1: If there is no set X ⊆ I such that ∆X > 0, i.e., the total heat demand can be met by any

of participate datacenter’s bid. In this case, we can obtain the optimal solution by comparing the

cost between: i ) purchasing recovered heat from datacenters who submit bids and ii ) producing
W units of heat by heating plants, and finding the minimum one.

Then we discuss the case where the number of set {X|X ⊆ I,∆X > 0} is no less than 1.
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Case 2: If v = 0, it means that the constraint (9) never goes tight, and thus η = 0. The objective

value of LPR is given by:∑
i ∈I

cixi =
∑
i ∈S

ci =
∑
i ∈S

∑
X⊆I:i<X,∆X>0

ui (X)z (X) =
∑

X⊆I:∆X>0

z (X)
∑

i ∈S\X

ui (X).

According to the definition of ui (X), we have∑
i ∈S\X

ui (X) ⩽
∑

i ∈ S\{l }

ui −
∑
i ∈X

ui + ul (X) <W −
∑
i ∈X

ui + ul (X) = ∆X + ul (X) ⩽ 2∆X, (16)

where l denotes the last bid added to the set S , hence we have
∑

i ∈S\{l } ui <W . Plug the inequality

(16) in the above objective function, we have∑
i ∈I

cixi =
∑

X⊆I:∆X>0

z (X)
∑

i ∈S\X

ui (X) ⩽ 2

∑
X⊆I:∆X>0

z (X)∆X ⩽ 2OPTLPR ⩽ 2OPT ,

where theOPTLPR is the optimal objective value of LPR, and theOPT is the optimal objective value

of the problem (6).

Case 3: If v > 0 and η = 0, it means that the constraint (9) goes tight and then the iteration stops,

i.e., the maximum heating capacity is no less than the remainder demand ∆S . Hence the objective
value of LPR consists of two parts:

∑
i ∈I cixi and phv . For the latter part, we have:

phv = ∆S
∑

X⊆I:∆X>0

z (X). (17)

Notice that for all X ⊆ S : ∆X > 0 and z (X) > 0, we have ∆X ⩾ ∆S . Hence

phv ⩽
∑

X⊆I:∆X>0

z (X)∆X ⩽ OPTLPR . (18)

For the former part, same as the Case 2, we have

∑
i ∈I

cixi =
∑

X⊆I:∆X>0

z (X)
∑

i ∈S\X

ui (X) ⩽
∑

X⊆I:∆X>0

z (X)
(∑
i ∈S

ci −
∑
i ∈X

ci
)

<
∑

X⊆I:∆X>0

z (X)
(
W −

∑
i ∈X

ci
)
=

∑
X⊆I:∆X>0

z (X)∆X ⩽ OPTLPR .

Sum the above two inequalities, we have

∑
i ∈I cixi + phv ⩽ 2OPTLPR ⩽ 2OPT .

Case 4: If v > 0 and η > 0, it means that the constraint (9) goes tight once while the maximum

heating capacity cannot meet the remainder demand ∆S (i.e., Vy < ∆S). Similar to Case 3, the the

objective value of LPR consists of two parts:

∑
i ∈I cixi and phv . For the former part, we have∑

i ∈I

cixi =
∑
i ∈S

ci =
∑

X⊆I:∆X>0

z (X)
∑

i ∈S\X

ui (X) ⩽
∑

X⊆I:∆X>0

z (X)

( ∑
i ∈S\l

ui −
∑
i ∈X

ui + ul (X)

)
,

where the definition of l is same as the above case. Then for the latter part, since the dual variable

η increases as the same rate of z (X) after (9) becomes tight, we have

phv =

( ∑
X⊆I:∆X>0

z (X) − η

)
Vy. (19)
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Summing the above two inequality, we have∑
i ∈I

cixi + phv ⩽
∑

X⊆I:∆X>0

z (X)
( ∑
i ∈S\l

ui +Vy −
∑
i ∈X

ui + ul (X)
)
−Vy · η

<
∑

X⊆I:∆X>0

z (X)
(
W −

∑
i ∈X

ui + ul (X)
)
−Vy · η

⩽
∑

X⊆I:∆X>0

z (X)
(
∆X + ul (X)

)
−Vy · η

⩽
∑

X⊆I:∆X>0

z (X)
(
∆X + ∆X −Vy

)
−Vy · η

⩽ 2

∑
X⊆I:∆X>0

z (X)∆X − 2Vy · η = 2OPTLPR ⩽ 2OPT ,

where the fourth step uses the fact that the contribution of the last bid isul (X) =W −
∑

i ∈X ui−Vy =
∆X −Vy, and the fifth step uses the fact that the number of set {X|X ⊆ I,∆X > 0} is no less than

1.

Above all, the Algorithm 1 achieves 2-approximation ratio to the problem (6). □

A.2 Proof of Theorem 3
Lemma 2. Let cost (OPT ) denote the offline optimal social operational cost of CMP, cost (FHC (p ) )

is the cost obtained by FHC (p ) through Algorithm 2. We have cost (FHC (p ) ) ⩽ 2

{
cost (OPT ) +∑

l ∈Ωp s (y
∗(p ) (l − 1),y∗ (l − 1))

}
, ∀p ∈ [1,w + 1], where y∗(p ) (l − 1) is the optimal solution of FHC (p )

and y∗ (l − 1) is the optimal solution of CMP at time l − 1.

Proof. Note that the problem (12) is NP-hard and the solution is obtained by Algorithm 2.

Let cost (FHC∗(p ) ) be the optimal social cost given by FHC (p )
, we first prove cost (FHC∗(p ) ) ⩽

cost (OPT )+
∑
l ∈Ωp s (y

∗(p ) (l −1),y∗ (l −1)). Denote x∗(p ) (t ), y∗(p ) (t ),v∗(p ) (t ) as the optimal solution

for the problem (12).

Note that

∑l+w
t=l Cy∗(p ) (t ) (x

∗(p ) (t ),v∗(p ) (t )) +
∑l+w

t=l

(
αy∗(p ) (t ) + s (y∗(p ) (t − 1),y∗(p ) (t ))

)
is the local

optimum objective value over [l ,l +w] and hence no larger than that of the following strategy:

varying the number of heating plants y (p ) (l − 1) to y (∗) (l − 1) and following the offline optimum

solution over [l ,l +w], we have

cost (FHC∗(p ) )

=
∑
l ∈Ωp

{ l+w∑
t=l

(
Cy∗(p ) (t ) (x

∗(p ) (t ),v∗(p ) (t )) + αy∗(p ) (t )
)
+

l+w∑
t=l

s (y∗(p ) (t − 1),y∗(p ) (t ))

}

⩽
∑
l ∈Ωp

{ l+w∑
t=l

Cy∗ (t ) (x
∗ (t ),v∗ (t )) + αy∗ (t ) +

l+w∑
t=l+1

s (y∗ (t − 1),y∗ (t ))

+s (y∗(p ) (l − 1),y∗ (l − 1)) + s (y∗ (l − 1),y∗ (l ))

}
=

T∑
t=1

(
Cy∗ (t ) (x

∗ (t ),v∗ (t )) + αy∗ (t ) + s (y∗ (t − 1),y∗ (t ))
)
+

∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1))

= cost (OPT ) +
∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1)).
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Recall that cost (FHC (p ) ) is calculated by Algorithm 2, according to the Theorem 2, we have for

any p ∈ [1,w + 1],

cost (FHC (p ) ) ⩽ 2cost (FHC∗(p ) ) ⩽ 2

{
cost (OPT ) +

∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1))
}
.

□

The proof of Theorem 3 is as follows:

Proof. Recall that we select the FHC (p )
to calculate the approximate solution of over [1,T ] with

equivalent probability. Furthermore, as mentioned in Theorem 6, the proposed reverse auction

mechanism achieves 2-approximation ratio to the problem (6), which is the same as the ratio

cost (FHC (p ) )
cost (FHC∗(p ) ) to (6). Hence, the expected cost obtained by Algorithm 3 is:

1

w + 1

w+1∑
p=1

cost (FHC (p ) ) ⩽
2

w + 1

w+1∑
p=1

(
cost (OPT ) +

∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1))
)

= 2cost (OPT ) +
2

w + 1

w+1∑
p=1

∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1)).

Then the competitive ratio is

cr =

1

w+1
∑w+1
p=1 cost (FHC

(p ) )

cost (OPT )
⩽

2cost (OPT ) + 2

w+1

w+1∑
p=1

∑
l ∈Ωp

s (y∗(p ) (l − 1),y∗ (l − 1))

cost (OPT )

= 2 +
2

∑w+1
p=1

∑
l ∈Ωp s (y

∗(p ) (l − 1),y∗ (l − 1))

(w + 1)cost (OPT )
⩽ 2 +

2β
∑T

t=1 y
∗ (t )

(w + 1)cost (OPT )

⩽ 2 +
2β

∑T
t=1 y

∗ (t )

(w + 1)α
∑T

t=1 y
∗ (t )
⩽ 2 +

2β

(w + 1)α
.

□

A.3 Proof of Theorem 4
Proof. According to strong duality theorem,

∑
k ∈K λk = 1 implies that the optimal objective

value of its dual problem (15) is 1. Note that the solution (µ = 0, σ = 0, τ = 1) is feasible,
the objective value of the dual problem is at most 1. Suppose instead that the optimal objective

value

∑
i ∈I min{γx∗i ,1}µi + min{γv∗,Vy}σ + τ < 1. What’s more, if the dual variable µ < 0, the

approximation algorithm for (15) may be inappropriate. We constrain it as:

µ+i =

{
µi if µi ⩾ 0, andγx∗i ⩽ 1

0 otherwise

To solve the dual problem, we regard each µi as the cost of bid i and σ as the heating cost. The

mixed integer solution (xk ,vk ), k ∈ K calculated by the γ -approximation algorithm satisfies:

σvk +
∑
i ∈I

xki µ
k
i ⩽ γṽ∗σ + γ

∑
i ∈I

x̃∗i µ
+
i ⩽ γσv∗ + γ

∑
i ∈I

µix
∗
i , (20)

where (x̃∗,ṽ∗) is optimal fractional solution with regarding each µi as the cost of bid i and σ as the

heating cost respectively.
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Note that the DHS can choose more bids to meet the heat demand meanwhile doesn’t violate the

covering constraint. Denote x̃i
k
as:

x̃i
k =

{
xki if µi ⩾ 0, andγx∗i ⩽ 1

1 otherwise

Then we have:∑
i ∈I

x̃i
k µi =

∑
i ∈I

xki µ
+
i +

∑
i :µi<0 or γ x ∗i >1

µi ⩽
∑
i ∈I

xki µ
+
i +

∑
i :µi<0 or γ x ∗i >1

min{γx∗i ,1}µi . (21)

Moreover, in this case, less heat can be produced tomeet the heat demand, i.e., ṽk ⩽ vk . According
to (20) and (21), we have

σvk +
∑
i ∈I

xki µ
k
i ⩽ σ min{γv∗,Vy} + γ

∑
i ∈I

xki µ
+
i +

∑
i :µi<0 or γ x ∗i >1

min{γx∗i ,1}µi

⩽ σ min{γv∗,Vy} +
∑
i ∈I

min{γx∗i ,1}µi ⩽ 1 − τ .

Note that (x̃k ,ṽk ) is a feasible solution to the problem (6) while the constraint

∑
i ∈I x

k
i µi +v

kσ +
τ ⩾ 1 is violated, the assumption

∑
i ∈I min{γx∗i ,1}µi + min{γv∗,Vy}σ + τ < 1 is contradictory.

Hence we have

∑
k ∈K λk = 1.

To solve the dual problem (15) within polynomial time, we utilize the ellipsoid method with

regarding Algorithm 1 as the separation oracle to get a polynomial number of separating hyper-

planes for the dual problem. After obtaining the optimal solution of (15), the primal problem (14)

can be reduced to a linear program with polynomial number of variables corresponding to its dual

solutions and solved by efficient linear programming technique such as simplex method. Above all,

the convex decomposition can be solve with polynomial time. □

A.4 Proof of Theorem 6
Proof. i ) The proposed mechanism achieves individual rationality. Let Ui denote the util-

ity of datacenter i with truthful cost ci . If datacenter i wins in this round, recall that Pi (c ) =

min{γx∗i (c,c−i ),1}, we have Ui = ri − ci =

∫ ζ
ci
Pi (c )dc

Pi (ci )
⩾ 0. Otherwise, if datacenter i fails, its utility

Ui = 0.

Above all, all of datacenters can not lose money in the auction, and the proposed mechanism is

individually rational.

ii ) Recall that the Algorithm 1 is used for convex decomposition and achieves 2-approximation

ratio in solving (6), i.e., γ = 2, the expectation objective value of (6) is

E
[ M∑
i=1

cixi +vph
]
=

∑
k ∈K

λk
{ M∑
i=1

cix
k
i + phv

k
}
⩽

{ M∑
i=1

ci min{γx∗i ,1} + ph min{γv∗,Vy}

}
⩽ 2OPTLPR ⩽ 2OPT .

Furthermore, according to Theorem 2, the reverse auction mechanism achieves 2-approximation

ratio in expectation.

iii ) The proposed mechanism achieves truthfulness in expectation. We first prove the Pi (ci ) =
min{γx∗i ,1} is monotonically nonincreasing in ci . Let C (x ,ci ,c−i ) denote the objective value of the
problem (6) with bids (ci ,c−i ) and optimal fractional solution x . Fix the c−i , and assume x∗i and x

′∗
i

are the optimal solution to i with bids ci and c
′
i respectively, where c

′
i ⩽ ci . Then we have

C (x∗,ci ,c−i ) ⩽ C (x ′∗,ci ,c−i )
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C (x ′∗,c ′i ,c−i ) ⩽ C (x∗,c ′i ,c−i )

Sum the above two inequations and reformulate it, we have

C (x∗,ci ,c−i ) −C (x
∗,c ′i ,c−i ) ⩽ C (x ′∗,c ′i ,c−i ) −C (x

′∗,ci ,c−i )

⇔ (ci − c
′
i )x
∗
i ⩽ (ci − c

′
i )x
′∗
i

⇔ x∗i ⩽ x ′∗i

Therefore, the Pi (ci ) is monotonically nonincreasing in ci .
Consider an extreme case: if the cost of datacenter i’s bid is larger than the cost of self-producing

ui plus the cost of turning on enough heating plants for producing it, the datacenter i must fail in

the auction. In other words, if ci > ζ = phui + ⌈
ui
V ⌉ (α + β ), then x∗i = 0, and Pi (ci ) = 0. Therefore,∫ ∞

0

Pi (c )dc =

∫ phui+ ⌈
ui
V ⌉ (α+β )

0

Pi (c )dc ⩽ phui + ⌈
ui
V
⌉ (α + β ) < ∞.

Further, we have

E[ri ] = Pi (ci )

(
ci +

∫ ζ
ci
Pi (c )dc

Pi (ci )

)
= ciPi (ci ) +

∫ ∞

ci
Pi (c )dc .

Above all, the proposed mechanism is truthful in expectation. □
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